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Abstract

The research reported in this thesis investigated the
levels and types of current use of computer-based
information systems by middle and senior managers:; their
intentions concerning new or expanded use of such tools
and the sources and relative strengths of the factors
behind the reported current use and described intentions.

The research was driven by a contextualist model of
the manager functioning within a complex and dynamic
environment. The basic data gathering technique used was
extensive interviews with more than fifty middle and
senior managers in six organizations. The interview
process and content were dynamic, particularly during the
early stages - resulting in more than two thousand pages
of answers to open-ended and quantitative (Likert scale)
questions. These were supplemented by a number of data
sources, particularly the Myers-Briggs Type Indicator.

The data were analyzed using primarily the Grounded
Theory method. Statistical analysis was applied to the
data from the structured questions and the MBTI using the
SAS package. '

The findings demonstrated that the use, attitudes and
intentions of managers are affected by factors from a
number of sources - the organization, its industry and
its environment; the job the manager performs; the
characteristics of the individual; and the tools and
support provided - but four results stood out.

First, the organization was by far the strongest force
acting on the managers. Second, managers were more
concerned about the corporate-wide applications planned
or now running than about specialized tools in their own
areas. Third, most managers considered personal use of a
terminal or microcomputer be to an inappropriate use of
their time. The final, surprising, finding was that
managers did, or would, use the computer directly as a
communications tool - particularly if voice mail were
available.
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SECTION I - Introduction

This section of the thesis begins with a description of
the etiology of this research project and explains how it
differs from past research into the use of computer-based
information systems (CBIS). It then moves to a discussion
of the nature of the problem being investigated and the
goals of the research.

The difficulties involved in finding a starting point
for theory development research are discussed; the
guidelines used to begin the project are explained; the
process used to actually gather and analyze data is
described briefly; and a number of underlying concepts are
explored.

The sources of the data gathered and the reasons for
choosing these sources are discussed; the structure of the
dissertation is described; and the rules which guided the
literature search which both led and supported the data

gathering and analysis are explained.



Background to _the Research

This chapter begins by explaining the etiology
of the research project reported in this
dissertation. It outlines the goals of the
research and explains the development of the
model from which it started. The issues driving
the process of the project and a number of
topics which underlie the research are
discussed and, finally, the sources of the data
analyzed, the format of the report itself and
the rules which guided the literature search
are explained.

1.1 Introduction

It has been almost fifty years since the first
computer-based information systems (CBIS)! were put in
place to help organizations increase their efficiency and
their effectiveness. Over that period the tools, like
their human users, have become considerably more
sophisticated and have risen from the lowest levels of
the organization to the highest.

The earliest applications, transaction processing
systems or TPS, helped operational level staff processing
high volume, well structured data to increase the
efficiency of those operations. Management information
systems (MIS) gradually evolved from the huge TPS files
and the detailed processing to provide lower and middle

level managers with information intended to increase the

effectiveness of control and planning.

'Because of the multiple uses of the term MIS in the
computer field the term "computer-based information
systems" (CBIS) is used throughout this thesis when the
general concept of computer-based tools is referred to.
Except in discussions of the literature and in quotations
"MIS" is used only to refer to the specific class of
tools used by middle managers. '

1



During the past decade a number of classés of more
sophisticated applications, including decision.support
systems (DSS), executive information systems (EIS), and
expert systems (ES), have been developed. There are two
differences between these newer tools and the well
established TPS and MIS. The first is independence. They
may use data produced for or by a TPS or an MIS but they
are most often used as stand alone applications run by
the users themselves and they are, in fact, often
developed by those users. The second difference is the
lack of understanding of the value of those tools. TPS
and MIS arose naturally as obvious, often standard, needs
of organizations were metvbut DSS, ES, EIS and other
specialized applications have, in most cases, yet to
demonstrate such value.

But it was not only the growing availability of such
tools and their lack of definition that led to this
research. The gradual movement of both the development
and the use of computer-based information systems (CBIS)
out into the domains of the users themselves over the
past decade or so has meant that the potential use of
such tools by middle and senior managers themselves is an
issue that must be dealt with as organizations acquire
more sophisticated tools and users.

Porter and Millar [1985] have pointed out that the
rapid changes in computer technology are forcing
organizations to recognize a number of effects on the way

they operate including:



1. compute technology can no longer be the exclusive
territory of technicians. Both decision making and use
will move out to user areas.

2. companies can collect, store and analyze more data
more rapidly.

3. new information and new information flows can greatly
enhance the firm's ability to exploit linkages between
activities both inside and outside the organization.

To what extent will these potential changes affect
middle and senior managers as both managers and users of
the computer resources? How will the costs relate to the
benefits?

Since the early 1970s this researcher has worked in a
range of computer related positions with both private
companies and various levels of government ranging in
size from fifty to five thousand employees. Within all of
these contexts it was apparent that a significant
proportion of computer applications suffered from some
degree of failure or caused some type of organizational
dysfunction (e.g., Keen [1985] or Er [1988]). Almost
twenty-five years ago Ackoff described what he felt tb be
"five common and erroneous assumptions underlying the
design of most MIS" [1967, pg. B-147]. These were:

1. More information is always better. Ackoff believed
that managers often suffered from an overabundance

of irrelevant information.

2. The manager needs the information that he? wants.
Data gathering can be driven by bureaucracy,

Throughout this thesis all managers are referred to by
masculine pronouns. This was done to simplify the writing
and reading of the thesis and is not intended to indicate
or imply any gender bias in the research. Although over
90% of those who took part were men, participants were
chosen entirely on the bases of organization, function
and willingness to participate.

3



incompetence, insecurity or procrastination rather
than by the desire for more effective problem
solving.

3. Giving a manager the information he needs will
improve his decision making. Ackoff felt that
developing decision rules of varying degrees of
detail and/or performance feedback can often be more
productive than simply providing more information.

4. More communication means better performance.
Communication can slow down and distort decision
making.

5. A manager does not have to understand how an
information system works, only how to use it. This
leaves managers unable to evaluate the
appropriateness of a system and unable to use it
creatively.

Since these problems could occur even in the
centralized, highly structured applications of twenty-
five years ago it should surprise no-one if, as
applications and equipment move out into the user areas
and up into middle and senior management functions,
problems continue to arise. But problems with
applications in the user areas and at higher levels of
the organization are likely to be more complex, more
subtle and potentially more damaging to the organization

than those experienced at the operational level.

1.2 Origins of this research

This project had its roots in an earlier attempt to
understand how senior managers in a number of
organizations used that set of applications known
generally as Decision Support Systems (DSS) and what the
key factors were in developing and evaluating that use.
Soon after that investigation began it became clear that

very few managers had any direct relationship with any

4



type of computer tools,. let alone those as sophisticated
as DSS.

The earlier classes of CBIS (transaction processing
systems and management information systems) were able to
"assume away" a number of factors, including the context
of use and the characteristics of the individual. Because
of the lack of definition of DSS and other advanced tools
and the "hands on" nature of their use, these factors and
others, such as the way in which individual managers
work, what they do and even their attitudes toward
computers, must be understood before such use can be
accurately evaluated.

The research described in this dissertation was,
therefore, intended to investigate the much broader issue
of the relationships of managers to CBIS in general
rather than their use of a specific tool or technique.
Before the details of such relationships can be defined
or evaluated it is essential to develop a framework into

which these relationships can be fitted.

1.3 The research problem

The broadest goal of this project was the
reconciliation of the technical approach to the use of
computer-based tools by managers represented by most MIS
research and the behavioral approach as represented by
the findings of Mintzberg [1973] or Kotter [1982].
1.3.1 The MIS research tradition

Research and model development about computing in

organizations falls under the umbrella of MIS. Because

5



that research field arose from computer science it has,
to a great extent, been performed by academics with
backgrounds in natural sciences such as mathematics or
engineering. As long as the topic under investigation was
based on technology (such as terminal screens or
compilers) or functions (such as improving the efficiency
of inventory file updating) this was appropriate.

In evaluating use of a CBIS at lower levels in the
organization the traditional approach was productive
since it was necessary only to consider whether such use
would contribute to the efficiency of the organization
and increase its effectiveness in terms of corporate
goals. These are still important issues in considering
the use of CBIS by middle and senior managers but the
situation at management levels is more complex for a
number of reasons including: the lack of structure in the
manager's job; the complex of factors which determine
what a manager must do and how it will be done; the
apparent ability of senior staff to shape their own jobs:;
and the lack of a framework for evaluating the
interaction of these factors.

But most MIS research has not considered factors such
as these. In fact, the individual in context has rarely
been a focal consideration. For example, Benbasat and
Nault [1988], in a survey of DSS research stretching from
1979 to 1988, identified twenty-four investigations. of
these, nineteen used a laboratory experiment, four used

surveys and only one was field based (a case study in



1984). Although this is not an exhaustive survey of
research over the decade since the DSS concept was given
prominence by Sprague [1980] it does indicate the ongoing
focus with either isolating the tool from its "real
world" context or relying on structured subjective input
through surveys. All of these examine the "effect on",
not the "effect of", the individual user.

This is not to imply that the current approach is
wrong. It has led to numerous useful insights and
developments and has, in effect, given DSS researchers "a
place to stand". But because it effectively ignores the
actual people at the heart of anf decision and the
processes they use it may be based on invalid
assumptions.

There are, however, some indications that attitudes
in the MIS field are changing. Culnan [1986, 1987] took a
bibliometric approach to evaluating major "clusters" of
topics being researched in the MIS field - based on the
number of articles published the "core" MIS journals. She
extracted articlées from the on-line Social Sciences
Citation Index and classified them according to author
and topic. In the 1986 study, based on articles published
between 1972 and 1982, the main topics she identified in
MIS research were: Foundations/Management Theory; Systems
Science; Computing Impacts; MIS/DSS Development [not
use!] and Individual Differences.

When the research was repeated in 1987 using articles

published between 1980 and 1985 the main topics (again in



descending order) were Foundations; Individual Approaches
to MIS Design & Use; MIS Management; Organizat;onal
Approaches to MIS Design & Use and MIS Curriculum.'Based
on these studies the concept of investigation the
individual had moved from the fifth most investigated
topic to the second. The research reported in this thesis
is intended to continue this trend.
1.3.2 What managers do

In contrast to the "tool first" approach taken by MIS
researchers is the behavioral focus of management
researchers, such as Mintzberg [op. cit.], who examined
the way in which senior managers spend their time by
studying in detail the activities of five chief execu-
tives of major Canadian corporations. He found that half
the activities they engaged in lasted less than nine
minutes and only 10% lasted more than one hour. Among the
points from Mintzberg's research which are relevant here
are:

1. The chief executives strongly favoured verbal rather
than written communication.

2. Analytical inputs such as reports or budgets seemed
of little interest to them.

" 3. The chief executives had a simultaneous,
experimental, hectic work pattern.

4. Chief executives preferred to jump straight to the
solution, avoiding an explicit decision making
stage. In less than one sixth of the choices made by
chief executives during the research did they
mention using explicit analysis. Intuition and
Judgement better describe what they did.

Mintzberg [1976] has also suggested that successful

senior managers rely more on intuition and feeling than



on systematic reasoning:; that they tend to synthesize
rather thap analyze; that they know more than they can
communicate. He also believes that they prefer ambiguity
and dislike regularity and that, at that level, planning
is a "left brain" activity based on intuition and the
creative drive rather than logic and formalism.

Kotter [1982] concluded from his study of successful
executives that they spend the great majority of their
time (a) figuring out what to do and (b) getting things
done through others while Mittman & Moore [1984] found
that uses of computers by managers in even high tech
firms was both narrow and shallow - involving a brief
problem solving phase followed by emphasis on
implementation of the chosen alternative.

Concern about the effect of computers on managers is
not new - Mintzberg recently reported attending a
conference at MIT in the mid-1960s:

"to which a number of impressive people came to
discuss the impact that the computer would have

on the manager. They went nowhere; for two days

they talked in circles, hardly getting beyond the

contention that the manager's use of the computer

should have something to do with the fact that
their work was 'unprogrammed' (whatever that was

supposed to mean)." [1989, pg. 8]

In fact "the nature of the work they do" is a basic
issue relating to computer use by middle and senior
managers. The rigidity of computer processing is well
suited to the type of tasks done at the lower levels of
the organization but can such technology be adapted to
the less structured work done by managers? Is it really

just a question of developing the right tools and
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techniques or are there aspects of management tasks that
make them inappropriate for computerization?

The problem for this research project thus became:
how can the beliefs and techniques of MIS researchers
concerning the use and value of CBIS for managers be
reconciled with what is known about how managers work and
what they do with their time. How are managers currently
using CBIS? What would they like to do? What are their
attitudes toward, and beliefs about, broader or more
intensive use of CBIS for their area of responsibility?
For their own jobs? And, from the point of view of the
organization how should managers‘being using computer-

based tools?

1.4 Goals of this research

Achievement of the broad goal described in the
preceding section required the development of a set of
specific goals which could be operationalized and
accomplished by a single project. For researchers these

were:

1. Identifying and describing the current types and
levels of use of CBIS by the middle and senior
managers who took part in the project.

2. Developing a structured description of managers'
intentions concerning CBIS for themselves, their areas
of responsibility and their organization in the next
few years.

3. Understanding what factors affect current use and
intentions. What are the sources of those factors,
what are the inter-relationships among them and what
are their relative strengths?

4. Using a theoretical analysis of the information

derived from the first three goals to develop a
framework which could be used by researchers to
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describe and evaluate the use of any type of CBIS by
specific individuals or groups in specific situations.

From the point of view of policy makers in
organizations this project had thrée goals.

1. Identifying weaknesses in the organization's current
"application portfolio" as it relates to the use of
computer-based tools by middle and senior managers.
This includes all computer-based resources: hardware:;
software; data files; people and procedures.

2. Moving toward a prescriptive model explaining how an
organization can evaluate the potential costs and
value of new management level applications. What
guidelines can be defined for organizations in terms
of measuring the value of a MIS for a specific task or
even a type of person?

3. Developing an organization level model of when and how
to provide support to specific managers or functions.

The final chapter of this thesis is directed to
researchers while Appendix IV contains guidelines for

organizations.

1.5 Developing guidelines for the research process

Because this project was intended to develop, rather
than to test, hypotheses it was not possible to use
traditional techniques such as laboratory experiments - a
more "free form" approach (described in detail in Chapter
6) was required. But, however much one might strike out
in uncharted directions, it was necessary to develop
reference points for both starting and conducting the
research if any useful results were to emerge.

The guidelines developed for this research consisted
of two components. The broadest was a framework, based on
past MIS investigations, which included the factors that

have been demonstrated to provide significant levels of
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effect in the development and use of computer-based
tools. The second component was a set of research issues

which served to get the interviews started.

1.5.1 A starting framework
As is usually the case in theory development this

project had to deal with a conundrum - to develop theory
and testable hypotheses one must begin with some
guidelines and assumptions (i.g. theory). How can one
begin to build a model which will guide this research?

The approach used in this research is contextualist
in the sense used by Pettigrew, who defined it as:

"A set of levels of analysis, clearly delineated
but theoretically and empirically connected... A
clear description of the process or processes
under examination... developing a theory, or
theories, to drive process, part of which will
require specifying the model of the human being
underlying the research... this approach
recognized that process both is contained by
structures and shapes structures." [1985, pp.
238-239]

Fortunately the idea of investigating a complex of
topics is not entirely new in the MIS field. Zmud noted

that:
"Although clearly not exhaustive, the following
typifies the variety of issues addressed by both
academics and practitioners: organizational
characteristics, environmental characteristics,
task characteristics, personal characteristics,
interpersonal characteristics, MIS staff
characteristics, and MIS policies." [1979, pg.
966]

In most past research each of these topics has been
dealt with separately but this project includes many of

them and goes beyond delineation to indicate
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relationships among them and, where possible, their
relative strengths.

Creation of the framework described below was guided
by a set of five criteria for a research framework
developed by Bariff and Ginzberg [1982, pg. 22]: These
consisted of: completeness (does it capture all of the
issues of interest?); consistency (is the framework based
on an understandable logic?); mutual exclusivity (is each
category distinct, representing a unique aspect of the
topic?); concision (is it as simple as is consistent with
completeness?); and, finally, will it actually impact on
current and future research behaviour?

Gorry and Scott Morton

One of the earliest, and most referenced, frameworks
for MIS is that of Gorry and Scott Morton [1978] which
combines Robert Anthony's three levels of planning and
control systems [1965] with Simon's [1977] three stage
model of decision making and range of decision
situations. They first demonstrated how a number of key
characteristics of information (source, scope, level of
aggregation, time horizon, currency, required accuracy
and frequency of use) varied among Anthony's three
levels. They then added Simon's three types of problems
(structured, semistructured and unstructured) at each of
Anthony's levels. The result of this was a nine cell
matrix into which all organizational decisions could be

fitted.
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Ives, Hamilton and Davis

A broader framework was laid out by Ives, Hamilton
and Davis [1980] who examined a number of earlier
research models and frameworks (Mason & Mitroff [1973],
Chervany, Dickson & Kozar [1971], Lucas [1973], Mock
[1973] and Gorry & Scott Morton [op. cit.]). Each was
described and evaluated in terms of strengths and
weaknesses and a model was derived based on these. Their
model has three aspects:

1. Environmental variables - the external environment,
organizational environment, user environment, IS
[information systems] development environment and the
IS operations environment.

The research reported in this thesis focused first on the

users, secondly on the organizational environment and

includes the other three as required.

2. Characteristics of the Information System - the
content (both data and decision models); presentation
form (printed vs. displayed, characters vs. graphics)
and the time dimension (online vs. offline, processing
delay).

All these aspects were of interest in this research as

they affect the organization and the current or potential

manager/user.

3. Process Variables - the development process; the
operations process and the use process.

This model relates directly to this project because
it recognizes the importance of variables ffom both the
environment of the application and, to a lesser extent,
variables within the information system itself in

defining and evaluating the use process.
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Bariff and Ginzberg

Bariff and Ginzberg [1982] developed a framework
which focuses on the relationship between behavioral
research and MIS which is particularly applicable to this
research because it focuses on both the process of MIS
(design, use or management) and on the levels, or
breadth, of the user (individual, group, organizational
or societal). They identified the key issues of MIS use
at the various levels as:
the individual: impact on job characteristics & job

satisfaction; determination of use of & satisfaction

with the MIS; patterns of MIS usage

the group: impact on interaction within work groups;
impact on job mix in work groups

the organization: impacts on power, control &
coordination structures; criteria for evaluating and
selecting MIS applications; factors which foster or
inhibit growth of IS.

The research reported in this dissertation was
interested in the "use" process and on the individual,
group and organizational levels of analysis.

Leitheiser

Leitheiser [1985] reviewed past research into a
number of classes of applications which focus on the
individual user. Through identification of commonalities
he developed a model which identified, as sources of
independent variables:
the system ("the tools" in this research) - independent

variables (causes) from this source include the number
of reports available, presentation format, terminal
type, data aggregation, decision aid availability,

dialogue type, presentation media, report type, and
terminal speed.
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the user - the primary variables identified within the
individual user in prior research were cognitive style,
computer experience, domain knowledge, locus of
control, motivation, risk taking propensity and "type
of subject".

The second aspect of his framework is the dependent
variables (effects). These include performance (quality,
time, errors and functionality):; learning (learning and
memory); subjective evaluation (decision confidence,
satisfaction, "enjoyableness" and usefulness of display):;
and behaviour (use of commands in the tool, information
extraction, modelling behaviour and process behaviour).

A number of these topics are clearly based on a more
technical approach than has been.taken in this project
but there is a recognition of the need to consider and
understand the individual in relation to the tool. This
research uses a number of aspects of both the independent
and dependent variables to investigate the more specific
topic of managers' use, attitude and intentions.

Lucas

Lucas [1975], discussing the relationship between
performance and the use of a CBIS, suggested that use of
a computer-based tool was dependent on a set of factors:
past performance, the context (local, organizational and
societal), personal characteristics, decision style and
attitudes and perceptions.

Jenkins
A framework which was strongly relevant to the

beginning of this project was that of Jenkins [1983]. His

conceptual model of the user-system interface addressed
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the narrow level at which the individual manager
interacts with the CBIS by identifying four inter-related
factors: the human decision maker, the information system
itself, the task being performed and the quality of the
performance. Since this research is strongly interested
in all of these the Jenkins model was used to frame
questions for the individual manager investigating his
perceptions of the strength and direction of
relationships among all four factors.

Triandis

One other framework that guided the development of
the starting point for this projéct was that of Triandis
[1980]. While investigating the use of PCs he identified
three sets of factors that he felt drove that use: the
organization (long term conséquences, internal factors
and facilitating conditions); the individual (complexity
of use and attitude toward use); and the job (fit with
the tool). Because he was investigating a specific tool
Triandis could assume away resources but, when tools are
added to the three sources of factors he discussed, a
solid starting point for this research emerges.

All these frameworks take a broader point of view
than the research reported in this thesis. To compensate
the salient points for this project have been extracted -
those which take the point of view of users of CBIS - not
the technicians, the developers the operators or even the

researchers.
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Based on these frameworks this project began by
investigating five possible sources of factors affecting
managers' current and intended use of CBIS.

1. The environment

Because many middle and senior managers act at the
interface between the organization and its environment it
was felt that this could be one source of the forces
operating on them in their relations with CBIS. Are
aspects of the environment such as customers, competitors
or Government regulators forcing certain types of use on
managers? Is the environment particularly dynamic,
forcing the managers to use computer-based tools to
respond quickly? Is the industry one in which technical
standards encourage sophisticated use of CBIS or in which
tradition discourages such use?

2. The organization

Although managers would seem to have more control
over how they do their jobs than do lower levels of
staff,is this necessarily true? Are there aspects of the
organization itself which have an impact on the manager's
use of, and intentions concerning, CBIS for himself or
his area of responsibility?

The specific characteristics with which the
investigation began were the most structured: its age:;
size; organizational structure; type and range of
products or services provided; type of market serviced;
competition and general environment faced:; the
organization's position in the industry; profitability:
growth rate and composition of the work force.

It was intended that, as interviews proceeded,
questions would be developed to investigate the less
structured aspects of the organization - particularly its
culture.

3. The individual

The focus of the entire project was the individual
manager - both as subject and as the primary source of
data. To what extent does a manager really control what
aspects of CBIS he uses and how he uses them? What
aspects of the individual are important in defining his
current use and intentions?

A starting point for description of the manager was
the checklist developed by Ein-Dor and Segev [1981] which
includes such factors as decision requirements, rank
(absolute and relative), personality, attitudes
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(technical and non-technical), experience and education.

4. The manager's job

All use of computer-based tools in organizations
relates to some part of the work done by each "employee-
user". Which aspects of what a manager does encourage (or
should encourage) the use of CBIS by that manager? What
aspects discourage (or should discourage) such use? To
what level of detail must the job be analyzed to reach
the point at which it "intersects" with the computer?

The starting point for this aspect of the project was
the function the manager performed for the organization.
The data gathered on functions include: title:;
relationship in the organizational chart to the CEO;
position reported to; a general description of the
position; number of people below him; number of people
reporting directly to him (and their titles); the
individuals and groups with which the position must work
(both internal and external). Each manager was also asked
to describe what he perceived to be the Critical Success
factors for his function in that organization.

5. Tools/support available

This topic is actually a subset of the
characteristics of the organization but was dealt with
separately because it is a primary focus of the research.
What is the organization's apparent attitude toward
computer-based tools? How large is the computer
department? How skilled are the computer staff at dealing
with managers and with sophisticated end user
applications? To what extent are the day-to-day
activities of individual managers reflected in the tools
and support available to him (and his people)?

Figure 1-1 summarizes this "beginning framework" for
the research. B

Figure 1-1: The factors in the starting framework

The The The The Tools &
Environ. Organization Individual Job Support

Current Use &
Intentions
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1.5.2 Topics to be investigated
In addition to deciding which sources of effects to

examine it was also necessary to identify a set of topics
linking managers to CBIS which would allow the creation
of a series of questions and provide structure to the
early interviews. The following are among the best known
attempts to define the key issues in MIS research3.

A paper by Ball and Harris [1982] is considered the
beginning of the evolution of this type of investigation.
Questionnaires were sent to 1400 members of the Society
for MIS (417 responses were received). These MIS managers
were asked to rate eighteen issués on a six point Likert
scale. For each issue both the individuals point of view
and his/her belief about the overall importance of the
topic were reported. The top ten issues which emerged
from the investigation were: MIS planning; measuring
productivity; telecommunications technology; data

utilization; DSS; office automation; recruiting and

training; end user computing and aligning the MIS
organization.

In 1984 Dickson, Leitheiser, Nechis and Wetherbe
éurveyed fifty senior MIS executives and academics to
answer three questions: What are the ten most important

issues in MIS? What is their order of importance? How

much consensus is there on the first two questions?

3Much of the background for this topic comes from a paper
presented at the 1988 meeting of the Administrative
Sciences Association of Canada by Al Dexter, John Graham
and Sid Huff. '
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Subjects were asked to rate their top ten issues from a
list of nineteen. Although no statistics were given to
define the strength of the differences between the
various issues, the top ten according to this research
were: planning of the MIS function; end user computing;
software development; measuring productivity; aligning
the MIS organization; recruiting and training; data

utilization and DSS.

Brancheau and Wetherbe [1987] basically updated the
Dickson et. al. survey of 1984 but they added
statistical analysis using Kendall's Coefficient of
Concordance to demonstrate a valid set of rankings. In
this work the top issues identified were: planning the
MIS function; strategic systems; educating senior
personnel; integrating technologies; end user computing;

data utilization and measuring productivity.

Hartog and Herbert [1985a, 1985b] carried out two
investigations on the topic of issues "in the coming
years" as perceived by IS managers. They interviewed
twelve senior members of the IS field in depth and
supported this with a questionnaire sent to 107 companies
(63 were returned). The main issues as seen by the
managers in their first project were: planning the MIS
function; aligning the MIS function; software

development; data utilization; end user computing; data

security; integrating technologies and educating senior

personnel.
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Their second study, based on the first, consisted of
analysis of questionnaires sent to the Fortune 1000
companies (they had a forty percent return rate). The
same questionnaire with the same four point rating scale
for each issue was used but the results in this second
stage were quite different. In this case the top issues
were identified as: aligning the MIS organization; data
utilization; educating senior personnel; software
development; productivity; planning the MIS function and
integrating technologies.

Graham, Dexter and Huff [1988] defined importance in
terms of the amount of effort a ﬁanager expected his area
to expend on a topic in the next two to three years. Each
manager was asked to give his/her three most important
issues. Later a questionnaire containing twenty-nine
issues developed from a literature search and the earlier
responses from the managers was presented to each

manager. He was asked to both rank and rate the issues.

The most important were found to be: data management; IS
planning; integration of technologies and applications:
software application development; data security:;
competitive advantage; end user computing:; educating
senior personnel; telecommunications and productivity.
The underlined topics are those which appeared, at
the beginning of the project, to be most relevant to the
issues of interest. As the project proceeded it became
clear that other issues, such as telecommunications, also

belonged on the 1list.
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1.6 Process issues

This project went beyond or, perhaps more accurately,
outside the traditional approach to MIS research in two
ways. First, it took the point of view of the
user/managers rather than the developers or suppliers of
the computer-based tools at issue. Second. it was
oriented toward hypothesis development and the
achievement of a series of goals, some of which were not
clearly definable at the outset, rather than the testing
of a specific aspect of a tool or situation. Because of
these factors it was important to consider explicitly the
process to be used to gather and>ana1yze data.

A research approach had to be developed that would
allow examination of a complex context and series of
interactions using the concepts and vocabulary of the
"subjects". The issues underlying this consideration were
expressed as a series of questions.

1. What are the most appropriate sources of the type and
quantity of data required by the research envisioned?

2. How can such data be most effectively collected?

3. What forms of analysis are most appropriate to thes
types of data? :

4. How can the results be most effectively presented?
Development of the methodology, tools and process
used are described in Chapter 6 but the basic approach
was that of a focus on the words and actions of
individuals acting in context. The lack of structure of

such an approach was more than compensated for by the
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flexibility and iteration it allowed as new data required
‘ changes in process and even goals.

Data were gathered primarily through face to face
interviews in which managers answered open ended
questions. This was supported by a number of other
techniques including structured question sets, review of
documentation and observation of activity. Data from the
interviews and observations were organized and evaluated
using protocol analysis while the quantified data were
analyzed using statistical tests. All data were presented
in clusters relating to the five sources of variables
described in the preceding section.

Little emphasis was put on the technical aspects of
computing in organizations in this research since, as is
demonstrated in chapter 5, the permutations and
combinations of hardware and software available to
organizations is effectively infinite. The only
limitations on the organization in terms of acquisition
and use of technology are time, money and technical

support.

1.7 Underlying concepts

There are a number of general concepts which run
throughout this project from the development of a
starting point through creation of the process used to
the definition of conclusions. Because they could have
different meanings to readers with different backgrounds

discussing and defining them in terms of this research at
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this introductory stage may prevent misunderstandings
later.
1.7.1 System theory

System theory was used in a number of ways to
structure and guide this research. The broadest was the
definition of the organization as a system in the sense
proposed by Checkland:

"a system is a model of a whole entity; when

applied to human activity the model is

characterized fundamentally in terms of

hierarchical structure, communication and

control, with some properties meaningful only

when attributed to the whole entity, not to its

parts. (A subsystem is a system operating within

a larger system.)" [1981, pg.7]

More specifically, Von Bertalanffy [1968], in a
summary work on general system theory, outlined a number
of characteristics that all systems have in common. Those

which relate most directly to this research include:

1. systems are generally differentiated into subsystems
which perform specialized functions.

2. there is an interrelationship and interdependence
among the components.

3. all syétems perform transformations on inputs to
produce outputs.

4. most systems are capable of equifinality; that is,
they can achieve a goal in more than one way.

Ackoff [1971], looking at systems in a more
operational way, describes three types, or degrees, of
systems:

1. a state-maintaining system is intended to maintain a
particular state under a range of internal and
external conditions;

2. a goal-seeking system can'respond differently to

internal or external events under either different
or unchanged conditions. It has various forms of
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behaviour and may achieve the desired end in any of
a number of ways.

3. a purposeful system is a goal-seeking system that is
able to produce a variety of outcomes under a number
of different conditions. This type of system can
change its goals as a result of experience or can
change its method of obtaining a particular goal.

Throughout this research organizations are considered
to be the most sophisticated type of system - purposefhl.
Management systems are seen as goal seeking systems while
computer-based information tools are, for the most part,
seen as the simpler state maintaining systems. To what
extent can state maintaining systems usefully support the
more complex needs of goal seeking and purposeful
systems?

1.7.2 Levels of use

In recenf years a number of classifications of
user/tool interaction have been developed. Among the best
known are those of Davis and Olson [1985], J. Davis
[1985], Martin [1982] and Rockart and Flannery [1983].
The models use terms such as novice, developer, frequent
user, IS améteur! autonomous user and indirect user.
Basically there is a range of possible involvement with
the CBIS in the organization which extends from non-use
through intensive involvement in the creation of complete
computer-based tools. The following list defines the main
points on such a range.

l. Non-use - the manager has no relationship at all
with the processing or output of any application. In
the modern organization this relationship is non-

existent.

2. Passive use - this level of involvement requires
nothing of the manager except that he function in an
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organization. Other parts of the organization or
even outside groups provide information to him and
his people. Examples include a reservation for a
trip made by, and in, the airline's computer (which
also prints his ticket) or the calculation of his
national pension benefits by a government computer.

Direct use - this level of relationship, which has a
number of degrees, most realistically describes the
situation of middle and senior managers today.

Offline - in this case a manager receives printed
reports containing data related to his
responsibilities. The reports may come from within
his area; from any other part of the organization
or even from an outside entity. They may be in
detailed, summary or exception format and may
relate clearly to his problems and decisions or
they may require a great amount of manipulation.

Requesting a report - this level of use goes
beyond the offline relationship because,
although the manager still has no physical
relationship with the computer, he must be
aware that a specific reporting capacity
exists. This type of activity may involve a
standard request for a standard report; it
may involve a special version of a standard
report or it may involve a demand for a new
ad hoc report. The request may be made to a
central computer department or it may be made
to a "local" support person.

Online inquiry - this is the simplest type of
active relationship a manager can have with
the computer. He must be able to access a
file and to format an inquiry concerning a
specific record or group of records. It is
usually done using standardized procedures
and commands and requires little technical
training.

Creating a report - this is slightly more
active than basic inquiry since context (a
title, column headings, totals, etc.) must be
added. This is the first level of involvement
that actually requires programming and can be
done using a number of approaches: a report
generator on the central computer; a package
(e.g., Dbase 1IV); a procedural language (e.g.
COBOL) or a fourth generation language (e.g.,
FOCUS).

Analyzing computer-based data - this is the

most sophisticated level of computer use by
most end users and often precedes the report
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creation just described. Normally it will be
done using one of the types of languages
described in 3.d.

f. Creating an application - this level of use implies
that the manager not only reads files to inquire,
to analyze data or to create a report but that he
also writes programs to create or modify data
files. It is still a rare and potentially dangerous
level of use but it is becoming more common. The
main ways in which applications can be developed
discussed below.

1.7.3 Measuring the value of a computer-based tool

In almost all research into computer-based tools and
organizations the ultimate goal has been "determining the
value of the tool to the user". This project is no
exception. Measuring such value was relatively simple in
the older, well structured applications since the user
was the organization and the goal of such "transaction
processing”" systems was efficiency. However, once more
subtle applications appeared the ability to directly
define the value of the application became weaker for a
number of reasons - including the direct involvement of
user/managers.

At the ievel_of MIS used by middle managers for
planning and controlling operations "usage of the tool"
and "reported user satisfaction" have become the
traditional measures of the value of a computer-based
application to the organization (e.g., Barki & Huff
[1985]); F. Davis [1989]).

But this surrogate measure of value has not been
universally accepted. For example, Zmud has commented
that "While it is easiest to simply examine usage,

success ultimately depends on how well the MIS has, in
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fact, supported decision making." [1979, pg. 969] and as
early as 1975 Lucas, in discussing an investigation based
on an actual marketing analysis and planning application,
asked "Given the weak associations between performance
and use of the system, are heavy investments in
information systems justified?" [1975, pg. 918].

In discussing the relationship between user
involvement in the creation of more structured, systemic
MIS and their success, Baroudi, Olson and lIves comment
that:

"User involvement research is typically based on
the assumptions [emphasis added] that user
involvement in the design of an information system
leads to increased systems usage, more favourable
perceptions of systems quality, or greater user
information satisfaction. Generally these constructs
are assumed [emphasis added] to be indirect
indicators of improved decision making performance,
which is the ultimate, but usually immeasurable, goal
of system implementation." [1976, 233]

Srinivasan [1985] used a questionnaire sent to "real
world" users of modelling applications to compare the
users' perceived measures of satisfaction (input

procedures,”systgm stability, problem solving

capabilities, output contents and output form) with their

behavioral measures of satisfaction (frequency of use,
number of reports produced, time per session and total
usage). He found that, unlike most past findings and
assumptions, the two types of indicator are not always
positively associated. For example time per session and
output form were clearly negatively correlated (p<.05).

Does this mean that heavy users feel that output formats
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are not useful or does this type of output demand too
much of the user? The overall result is that, in my
investigation of user attitudes, it was necessary to
attempt to look at both behaviour and comments by
"looking inside the managers' heads" and, as far as
possible, to investigate apparent contradictions.

An alternative approach to defining the value of a
computer-based tool has been proposed by Doll and
Torkzadeh [1991]. Their "system to value chain" model
states that the behaviour aspects of value lie in a chain
which begins with causal factbrs which lead to beliefs
which lead to attitudes which affect behaviour which
finally has an impact on the context of the user and the
tool. This is particularly relevant to this research
because it begins with the behaviour and works both
forward to the effects and backward toward the beliefs
and attitudes and, hopefully, identifies the apparently
anonymous "causal factors" that begin the chain of use or
non-use.

Managers, information systems, researchers and
research techniéues have all grown more sophisticated in
the last fifteen years but, rather than lead to a
resolution, developments seem to have added layers of
complexity to the issue of measuring the value of
information systems for managers and, ultimately, for
their organizations. For example, none of the prior

research examined for this project discussed opportunity
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costs, a topic that was foremost in the minds of many of

the managers interviewed.

1.8 The sources of data for the research

Once it had been decided what to look for the next
problem became: where to look? Theory bearing on the
general use of computer-based tools by managers could not
reasonably be developed by talking to only one or two
managers or examining only one organization or even one
industry - an appropriate research design would require
' the participation of multiple firms. For example,
Pettigrew [op. cit., pg. 6] suggests that, where multiple
cases, guided by the contextualist approach, are used to
gather data it is more likely that we will be able to
"introduce formism and organicist assumptions by dividing
the world into analytical categories and deriving
generalizable propositions" [ibid, pg. 242].

On the other hand, the depth of involvement by each
research site meant that it would be impossible to work
with a 1argé number of firms within the time constraints
of the project. How best to choose a set of research
sites which would be likely to offer a useful range of
organizational, manager and computer characteristics?
1.8.1 Choosing research sites

It was decided that firms would be contacted on the
basis of six factors:

1. They must be large enough to have specialized senior
management.

2. They must have a distinct computer department with
professional staff.

31



3. They must represent more than one industry and more
than one region.

4. They must be different sizes - from a "large" small
business to a relatively large strongly structured
organization.

5. They must be easy to reach since each would be visited
up to fifty times.

6. Finally, the researcher must have a contact within the
organization to provide an introduction and to give
some guidance on who and what to look at.

Based on these guidelines letters were sent to the
Presidents or Executive Directors of fourteen
organizations. Eight of these showed some interest.
Meetings were arranged with the senior executive of each
firm and, after the project was described in detail, six
organizations (one job shop, one assembly line, one high
tech service organization, one university and two
hospitals) committed to the project.*

Site A - A large, high tech service provider. It has the
largest computer facility and the most sophisticated
set of applications in eastern Canada.

Site B - A medium size tertiary care hospital in central
Canada. Its computer facilities are small, its
applications basic and centralized and its management
almost completely unfamiliar with computers.

Site C - A medium size tertiary care hospital in eastern
Canada. It is current completing the integration of

. three separate organizations and their computer
resources. It is in a state of flux in terms of both
equipment and applications. It has a number of senior
managers who are users of computers because their
previous organizations were so small that they had to
activities usually relegated to middle or lower
management.

‘These organizations are identified throughout this thesis
by the capital letters A, B, C, D, E and F. More detailed
descriptions of the six sites can be found in Appendix I.

32



Site D - The largest university in eastern Canada. Senior
management on the administrative side (the academic
aspects were not examined) ranged from enthusiastic to
highly negative toward computing and from experienced
to quite ignorant about the capacities of computers. In
addition, it is going through severe downsizing of
staff due to financial restraints - presenting an
opportunity, or a need, for senior managers to use
computer applications to replace people.

Site E - This was the most difficult site to investigate
for a number of reasons. The first was its mix of
businesses which ranged from selling fishing gear in
Atlantic Canada and northern England to managing a
hotel in Moscow.

A second reason for the difficulty was the intensity
of the intervention throughout the organization by the
owner and chief executive - formal structures and
sometimes obvious actions could be over-ridden at any
time. The final cause of problems was the dynamic
nature of the organization. Changes happened rapidly,
with planning sometimes taking place after the fact.
The computing facility was medium sized with a mix of
traditional batch applications and advances
opportunities such as E-mail and a 4GL. It more than
doubled in size during the period of this research.

Because of the complexity of the organization only
the management of the Aerospace Division plus a few
managers at Head Office whose areas directly supported
the operations at Aerospace were examined in detail.

Site F - This continuous manufacturing facility was
examined as a contrast to the job shop process used at
site E. It was both a stand-alone facility and a branch
operation of a national brewery, a situation which led
to some interesting conflicts, opportunities and
problems for the research. Computing support was
supplied by a mainframe at Head Office 1,500 miles
away, a minicomputer and small staff on site and a few
microcomputers.

It is important to point out that these six
organizations were not chosen because they represent the
entire spectrum of computer users. But, given the
guidelines described above, they represent a selection of
organizational structures and management cultures - not a
homogeneous group.

For example, Site A is extremely sophisticated in its
use of computer technology and provides extensive staff
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training while site E provides no training to managers or
clerical users and has a generally negative view of
computer use by managers. Sites A, E and F are private
organizations in three different industries while sites
B, C and D are government funded and smaller than the
private groups. But it must be kept in mind that
conclusions drawn from this sample of organizations are
limited in their generalizability.
1.8.2 Formal functions

Once the sites themselves had been chosen the next
step was to find, within each organization, the managers
who could contribute the most tovthe project. Because no
two organizations have identical structures, it was
necessary to develop rules to guide the search. First, it
was decided to focus only on managers working in
relatively standard functional areas to facilitate
comparisons within functions across organizations. The
four functions used in the beginning were
accounting/finance; marketing; personnel and production.
As the research progressed a fifth function, planning,
emerged as one in which senior managers were highly
familiar with computers and in which they were used
creatively.

1.8.3 Choosing the participants

A second guideline was that only managers working at
a level which gave them some control over how they would
perform their organizational function (including using or

not using computer-based tools) were asked to take part.
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In preparation for meetings with potential
participants a memo was sent by the senior executive of
each organization to all levels of management explaining
who I was, what I was doing and that I had his support.

In the end introductory méetings were held with fifty
managers in the six organizations. This meeting was based
on a copy of the project proposal which was sent to each
manager prior to the meeting. During this meeting it was
also explained that the project could require up to five
hours of his time but no more than one hour each visit.
Amazingly, every manager met with agreed to take part -
albeit with different levels of énthusiasm and, as became
apparent as the research progressed, a variety of motives
including boredom, curiosity and "keeping the boss
happy".

Of the fifty people who began the process, forty-
three completed all of the protocol. Interviews began in
December 1988 and ended in May 1990. In all, almost three
hundred one hour meetings were held. Table 1-1 outlines
the sources and function of the managers in the research

database.
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Table 1-1: Sources of data for this project

Organiza- T
tion o
A B C D E F T
Function A
L
Accounting 6 1 1 2 1 1 12
Marketing 7 1 1 9
Personnel 5 1 1 1 1 1 10
Production 2 3 | 2 7 1 15
Planning 3 1 4
TOTAL 21 4 6 6 9 4 50
Information
Systems * 6 1 1 1 2 2 13
Superiors
& Support
Staff* 8 0o o 3 3 2 16

* managers in these groups were not interviewed using
the formal process applied to the "user/managers".
Their input and related observations were used to
develop the image of the computer support available
to managers in each organization. The results of
these interviews are reported primarily in chapter 5
and Appendix I. '

1.8.4 Management levels

Since this research was intended to investigate the
use of CBIS by middle and senior managers an important
characteristic of the members of the database was their
position within the organization. The organizations in
this project used a variety of titles for the managers
interviewed and even similar titles did not mean that two
managers performed the same tasks or even that they had

similar positions on the organizational chart.
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Because of these problems a subjective method was
used to place each manager in one of two groups. Level 1
managers were those who were seen to have (a) significant
input into the policy making of the organization
(particularly as it related to computers) and (b) some
control over what aspects of the computer resource they
used and how they used them. All those who did not fit
into this group were level 2 managers. The number of
managers in each function at each management level was:

level 1. Accounting 8; Human Resource Management 5;
Marketing 4; Production 7; Planning 1 = 25

level 2. Accounting 4; Human Resource Management 5;
' Marketing 5; Production 8; Planning 3 = 25
1.9 Structure of the report
This research was an attempt to integrate a number of
topics which have not usually been studied together.
Because of the complexity of this approach a traditional
format was chosen for this report, consisting of four
distinct sections plus a number of supporting addenda.
Section I - Introduction
Chapter 1 - begins by explaining the etiology of the
research project reported in this dissertation. It
outlines the goals of the research and explains the
development of the questions from which it started. The
issues driving the process of the project are discussed
as are a number of topics which underlie the research.
Finally, the sources of the data analyzed, the format
of the report itself and the rules which guided the
literature search are explained.
Section 11 - Underlying Concepts, Theory & Research
Chapter 2 - discusses a set of topics on organizations
and management which supported development of the

research process and which guided data gathering,
analysis and presentation from the point of view of the
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effects of the organization and its context on
managers' current use and intentions.

Chapter 3 - focuses on the individual manager as  a
cause of his own type and level of use of CBIS and his
intentions concerning them. Demographic and
psychographic factors are examined as are relevant
beliefs and attitudes. .

Chapter 4 - discusses four related aspects of the
manager's job which may affect his use and attitudes
toward CBIS: the formal function he manages, the tasks
performed by his function, the activities which
comprise his job, and the types of problems faced in
that job.

Chapter 5 - describes the computer-based resources
available in most organizations today; the evolution
and current status of the main classes of applications
used by organizations; and the methods of developing
computer-based applications available. The possible
effect of each topic on the use and intentions of the
manager is the primary focus.

Section III - Developing a Methodology & Process

Chapter 6 - discusses the concepts behind the
methodology, the tools and the process chosen to
gather, analyze and present the data in Section IV and
describes the methodology, tools and process
themselves.

Section 1V - Data, Findings & Conclusions

Chapters 7 to 11 - present and discuss the actual data
derived from the research activity. Chapters 7 to 10
each focus on one aspect of the starting framework
while Chapter 11 examines the relationships among, and
relative strengths of, the answers given by managers
to the structured questions.

Chapter 12 - draws conclusions from the data reported
and discussed in the preceding five chapters and makes
recommendations or raises further questions where
appropriate.

In addition to the report itself support for the
readers is provided by a series of appendices:
Appendix I consists of summaries of the relevant

characteristics of the six organizations which took
part in the research.

Appendix II contains examples of the tools (forms) used
to gather data during the interview phase: the
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Interview Guide; the attitude/use worksheet; the
summary of characteristics of the organization; and
the computer resources worksheet.

Appendix III contains summaries of the characteristics of
the four scales on which personality types are
identified by the Myers-Briggs Type Indicator. The four
combinations of data gathering & data processing types
are also explained.

Appendix IV consists of a series of conclusions and
recommendations for policy makers in organizations
concerning the use of CBIS by middle and senior
managers. It is based on the more conceptual contents
of Chapter 12.

1.10 Literature search

Because of the "multi-discipline" nature of this
project the literature search has been extensive. Sources
of theory, research methodology and past research have
been sought out in the following fields: organizational
design and organizational behaviour; decision theory;
sociology; psychology:; and MIS.

At one point the "gross" bibliography included almost
eight hundred citations from books, journals, proceedings
and miscellaneous sources. Since such a large information
base is at best unwieldy and, at worst, dysfunctional it
was decided that, for an item to be examined in detail,

it must satisfy at least one of five conditions:

1. it is a seminal work in its field [e.g., Cyert &
March, 1963]

2. it is referred to frequently in other items in the
bibliography [e.g., Simon, 1977] (of course this often
overlaps with the first requirement)

3. it is a recent ground breaking item on a topic close

to the core of this research [e.g., Todd & Benbasat,
1987]
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4. it describes a concept which will guide the research
or provide a methodology [e.g. Glaser & Strauss, 1967]
and

5. it summarizes some part of the theory behind the
research particularly well [e.g., Handy, 1985]

1.11 Summary

This chapter has explained the nature of this
research project; discussed the goals of the research;
outlined the framework and issues which provided the
starting point of the research; reviewed a number of
topics which underlie the research; explained the sources
of the data in terms of organizations, functions, levels
of management and individual; deécribed the layout of the
report; explained the rules which guided the literature
search.

In their seminal work on systems and teleology,
Ackoff and Emery, discussing the difficulty of developing
objective definitions of systems observed:

"A standard can only be idealized in a relative
sense - relative to our current state of
knowledge. A standard is neither immutable nor
absolute. Hence, as our understanding of a
concept increases, we change our formulation of
how it ought to be observed and measured. This
has been the case, for example, with length.
Therefore, at this stage in the behavioral
sciences, it is not necessary to develop ultimate
(or even long term) definitional standards but to
provide some standards. We cannot hope to provide
generally acceptable operational definitions of
behavioral concepts but we do hope to provide
definitions that will provide constructive
discussion, leading to their rapid improvement"
[1972, pg. 7-8]

It is in this sense of pioneering in an area which
still needs general explication and the development of

descriptive models that the research described in this
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thesis was undertaken. The observations, generalizations
and conclusions from the work will, it is hoped, point to
a number of areas of fruitful investigation at more
detailed levels - including the relationship between
activities and computer tools; management of data for
users; training for managers and development of better

communications technology for managers.
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SECTION II - Underlying Concepts, Theory & Research

This section of the thesis contains the results of an
extensive search of the literature in a number of fields
including organizational dgsign; organizational behaviour:;
decision theory; sociology; psychology and MIS. Each
chapter is devoted to the concepts and prior theory and
reseérch around one of the topics in the beginning
framework described in section 1.5.1.

The focus taken throughout the literature search was
the identification of factors which could have an effect on
the current use of CBIS by managers and on their intentions
concerning them. Prior research or existing theory which
would help identify and explain the interrelationships
among the factors in the "causal" framework was of

particular interest.
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Organizations, Managers & Computer-based Information
Systems _

This chapter discusses a set of topics on

organizations and management which supported

development of the research process and which

also guided data gathering, data analysis and

presentation of the findings concerning the

effects of organizations on managers' use of,

?nd attitudes toward, CBIS reported in Chapter
2.1 Introduction

The environment of the firm was dealt with in this

research at two levels. The broadest was the traditional
model consisting of such factors as the social context;
theAlegal and political frameworks within which
management must operate; the set of competitors faced;
the nature of their suppliers; and their customer base.
In this research an aspect of the environment at this
general level was investigated only if it appeared to
impinge on the firm's use of, or need for, computer-based
tools.

The more specific level of the environment examined
in this reSéarcb_was the industry of which the firm is a
member. It was considered not as a set of competitors but
as an entity that could directly affect the firm through
such factors as sources of funding, industry-wide
technical standards or traditions and the demands these
can make on managers in a firm. The industfy's use of,
and attitudes toward, computer-based information systems
was the only aspect examined in detail.

There are many approaches that could be taken when

examining the characteristics of organizations but for
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this project three were of particular interest. The most
straightforward were the "demographics" of the.firm such
as its age, its size or its product mix!. The secoﬁd
aspect - structure - was taken as the set of positions in
that organization and the relationships among them. The
final aspect of the organization, its "culture", is the
set of attitudes, beliefs and norms by which individuals
and groups operate. As will be seen below it arises, to
some extent, from structure.

Finally, this chapter examines a series of specific
management topics which were believed to bear on the
goals and the process of this research: the sources of
changes acting on the organization (and its managers):;
the ways information can (or should) be used in the
organization; and the organization's attitude toward its

computer resources.

2.2 Models of structure

Management literature is replete with models of the
organizatioh. It was decided to evaluate managers and
organizations first in terms of the most traditional
model, the bureaucracy, and add others as the need for
more explanation arose from the data.
2.2.1 The bureaucracy model

The most common model of any organization is that of
the bureaucracy - as described by Weber [1947], among

others. The driving force behind this model is an

!The "demographics" of each organization which took part
in this project are described in Appendix I.
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emphasis on the reliability of behaviour of the members
of the group through a hierarchical structure, clear sets
of responsibilities, well defined relationships and rules
to ensure the maintenance of these characteristics.

Merton [1940] expanded on the basic model of
bureaucracy with an analysis of its effects on the
members. He felt that the development of methods to
ensure reliable behaviour led to a number of factors: a
reduction of the amount of personalized relationships
(the bureaucracy is a set of relationships between titles
or roles); internalization of the rules of the
orgahization (rules often assume.a value independent of
the goals they are intended to achieve) and the increased
use of categorization as a decision making technique
(this tends to lead to a restriction of search for
alternatives in situations). He then outlined a set of
individual behaviours caused by this approach to
organizing including an increased rigidity of behaviour
and extensive use of the trappings of authority.

Where Merton emphasizes rules as a response to the
need for control, Selznick [1949] emphasises the effect
of delegation of authority, another basic characteristic
of bureaucracy. The fundamental effect of the demand for
control at the top is the delegation of authority
downward along with the development of clear lines of
reporting. But, as Selznick points out, there are some
secondary aspects of delegation which have a strong

effect on the bureaucracy. These include an increased
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specialization of subunits; the bifurcation of the goals
of different units and the decrease in congruence between
organizational goals and achievements.

Both Merton's and Selznick's observations were
helpful in this research. Factors such as internalization
of rules and bifurcation of the goals of different units
led to both general and specific questions in interviews.
For example, the former could relate to a manager's self-
description of attitudes toward CBIS while the latter
could affect the value and use of telecommunications.

Modern organizations of any significant size,
including all those examined in fhis research, have
developed more sophisticated structures, including line-
staff and the matrix. But almost all organizations have,
at their core, a bureaucracy and their use of, and
attitudes toward, information systems cannot help but
reflect this.

2.2.2 Anthony's model

A quarter of a century ago Robert Anthony [1965],
outlined a more general model of the structure of
organizations. It evolved from the traditional
hierarchical, bureaucratic model but has been frequently
modified to take into account other structures and more
specific aspects of the organization such as technology
or functional subsystems (e.g. Lucas [1977]).

Anthony's model points out that most managers work at
the lowest (operational) level of the organization

performing repetitious, clearly defined functions and
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that management at that level is mainly concerned with
maintaining and improving the efficiency of day to day
operations. "Operational control ... is the process of
assuring that specific tasks are carried out effectively
and efficiently" [Anthony, op. cit., 26].

In the middle levels of the pyramid is a much smaller
group of middle managers performing some planning and
organizing functions but primarily oriented towards
control. As Anthony put it: "Management control ... is
the process by which managers assure that resources are
obtained and used effectively and efficiently in the
accomplishment of the organizatiﬁn's objective" [ibid,
27]. |

Finally, at the top is a group of a few senior
managers and directors involved in long term planning,
organizing and control of the firm as a whole. "Strategic
planning is the process of deciding on objectives of the
organization, on changes in the objectives, on the
resources used to obtain these objectives, and on the
policies that are to govern the acquisition, use, and
disposition of the resources." [ibid, 29].

Chapter 5 describes the relationship between these
management levels and the different types of computer
tools as understood in current theory. One goal of this
research was to examine the validity of that

relationship.
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2.2.3 Mintzberqg's structures
Mintzberg [1979] proposed five possible structures

that an organization, or part of it, could take. His
models are more operational than Anthony's pyramid but
offer more options than the bureaucracy described above.

The "simple structure" is a flat organization with
everyone reporting to one person - usually the owner. It
is commonly seen in new or very small firms. The "machine
bureaucracy" is essentially the Weberian structure
discussed above. It is characterized by routine tasks,
formal rules, clustering of tasks into functional groups,
an elaborate administrative struéture and decision making
that follows the chain of command. The "professional
bureaucracy" is based on the machine model but
decentralizes some functions to professional staff. The
"divisional structure" is used by the largest
organizations since it is, in effect, a set of machine
and/or professional bureaucracies coordinated by a
central headquarters. Mintzberg's final model is "the ad
hocracy" which is characterized by high horizontal
differentiation, low vertical differentiation, low
formalization, decentralization, flexibility and
responsivenesé.

It was beyond the scope of this research to examine
and describe in detail the structures of each
organization examined. However a sense of the basic
structure for each was developed based on the manager's

descriptions and the researcher's observations. This was
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necessary for two reasons. The first was to guide the
investigation and the second was to evaluate the fit
between the structure and the use of the corporate

computing resource.

2.3 The corporate culture

More subtle than the way the organization looks is
the way it acts - its culture. This is a topic on which
much discussion, some theory and little research was
found in the literature. Reynolds, after reviewing the
literature on the subject, identified:

"three interrelated concepts in use:" (1) a socio-
structural system composed of the perceived
functioning of formal structures, strategies,
policies and management processes,...; (2) a
cultural system that embodies the organization's
myths, values, and ideology...; and (3) the
individual actors, with their particular
endowments, experience and personality." [1986,
pg. 334]

This research considered all three of these as they
affected the individual manager.

Reynolds [op. cit., pp. 334-336] also identified
fifteen "dihensipns" of corporate culture discussed in
the literature. These are: external vs. internal
emphasis; task vs. social focus; safety vs. risk;
conformity vs. individuality; individual vs. group
rewards; individual vs. collective decision making;
centralized vs. decentralized decision making; ad hocery
vs. planning; stability vs. innovation; cooperation vs.
competition; basis for commitment; simple vs. complex
organization; informal vs. formal procedures; high vs.

low loyalty; and ignorance vs. knowledge of
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organizational expectations. Although the managers in the
organizations examined had common views on many of these
(e.g., high loyalty) this list provided guidance fér both
gathering and evaluating data on the managers'
perceptions of the cultures of their organizations.

There are many models which could have been used to
help describe and examine the cultures of the
organizations investigated (e.g., Mintzberg [1989],
Morgan [1986]) but it was decided to use one which,
although it is couched in mythological terms, proved very
helpful in developing questions, making observations and
structuring and analyzing data.

2.3.1 Handy's model

Charles Handy developed a model of organizations
based on four distinct organizational "cultures". The
most common in small organizations is the "club culture"
which Handy identified with the god Zeus and which he
symbolized with a spider web. This culture is excellent
for speedy, but not necessarily correct, decisions. The
management is performed by a small group of empathetic
managers whose approach Handy summarized as "Zeus will
not write when he can talk." There appears to be little
room for computing in the Zeus management culture. THis
culture also relates well to Mintzberg's "simple"
organizational structure.

The second culture identified by Handy is the "role
culture". This model, related to Apollo and symbolized by

pillars, assumes that:
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"man is rational and that everything can be

analyzed in a logical fashion. The task of an

organization can then be sub-divided box by box

until you have an organizational flow chart of

work, with a system of prescribed roles

(specified in things called 'job descriptions')

and held together by a whole set of rules and

procedures." [1985, pg. 21]
He points out that this culture, which is essentially the
machine bureaucracy of Weber and Mintzberg, is
appropriate where it can be assumed that tomorrow will be
like yesterday - stability and predictability are assumed
and encouraged. It is this culture that is most often
envision when one hears the term organization. As
mentioned earlier, most of the organizations in this
study were, at their core, of this type. The fit of this
type of culture with the nature of computer-based
processing was an important guideline in understanding
problems other cultures had with computer-based tools.

The third organizational culture described by Handy
is the "task culture" (Athena).

"This culture takes a very different approach to

management. Management is basically seen as being

concerned with the continuous and successful

solution of problems." [ibid, pg. 23]
This culture is symbolized by a net and power lies not at
the top as in an Apollonian culture or at the centre as
in a Zeus culture, but at the interstices which are the
points at which the relevant data and expertise lie in
relation to a particular problem. This culture talks of
teams where the Apollonian culture talks of committees.

Decentralization and specialization of cdmputer applica-

tions would be most valuable in this culture.
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Finally, he describes the "existential culture"”
(represented by Dionysus) in which, unlike the other
three, the individual is not subservient to the
organization.

"Dionysians recognize no 'boss', although they may

accept coordination for their own long term

convenience...These individuals see themselves as

independent professionals who have temporarily
loaned their talents to an organization." [ibid,

pg. 31)

Universities, research organizations or departments and
consultancy are the more common locations of this type of
culture (which did not occur to any extent in this
study). Decentralized control of the resource; task
specific software and, perhaps, hardware; and good
documentation would be of paramount importance in such a
culture.

2.3.2 Mixing cultures

Handy did not claim that any culture is better than
any of the others but he did make two basic points about
culture in a specific organization. First, most
organizatiohs reguire a mix of cultures to be successful
and, second, it is essential to have each culture in the
right place in that organization. Failure in one or both
of these will lead to what he calls "cultural confusion".

"Cultural confusion is one of the primary ills that
plague organizations. It shows up in efficiency

or, more obviously, in slack, the extra

resources, the longer delivery times, the

increased overtime, the over staffed head office;

slack is the organizational balm used to ease the

pain of inefficiency." [ibid, pg. 11]

Slack is described as "fat somewhere in the system”

and, although he is concerned with its use, he recognizes
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that any organization must have some. One type of slack
he does not mention, but which became apparent as this
research proceeded, is "information". Too many reports,
too much detail or redundancy can all force managers to
spend valuable time reading and massaging what turns out
to be irrelevant, too late or just plain useless.
Examining the information patterns at the highest levels
of the organizations in this study was another of the
goals of this project.

Handy suggests that, in spite of the desirability of
a mix of cultures in an organization, most organizations
become overwhelmingly Appolonian (bureaucratic). That is,
as they become larger they become more and more
structured, stressing rationality, consistency and
conformity.

On the other hand he feels that another influence on
the culture, the rate of change faced by the firm, would
or should cause the firm to become more Like Athena -
based on flexibility, professionalism and projects.

This conflict between the natural trend toward
rigidity and the need for flexibility, especially in
large firms facing dynamic environments, means that the
continuing growth of large, centralized applications will
run up against the need for more creative and more
localized uses of CBIS. This, in turn, will affect both
use of and attitudes toward computers at all points in

the organization in the coming years.
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Handy's concern about "cultural confusion" raises two
additional points for this research. Do organizations
really develop different cultures in different parts of
the organization? Is Marketing really different from
Accounting? If so, how does this affect their information
needs and their attitudes toward technology, particularly
computers?

The second issue is that of cross organizational
cultures. Are the marketing functions in all the
organizations really enough alike that generalities can
be derived concerning computér appropriateness, use and

attitudes in the Marketing function in general?

2.4 Sources of change

The growing complexity of the environment and the
increasing speed and intensity of the changes that must
be dealt with by senior managers has become a cliche
during the past quarter century (e.g., Toffler [1970]).
But how quickly and how well do organizations recognize
the changes”and their sources? Since the rationalization
for CBIS for managers is to help them deal with problems
that_are often based directly on change this was an
important issue in this research.

There are two approaches to change in the
organization. The traditional set of concepts on the
source of change has become known as the "exogenesis"
school of thought which claims that a successful
organization is basically an organism which survives and

prospers by successfully dealing with the various
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elements of its environment. The organization evolves
into a collection of functional areas - each with its own
goals, tasks, activities, tools and rituals.

Sanderlands and Drazin point out that the exogenesis
argument:

"consists of three basic ideas: (1) organization

and environment are different and distinct

things; (2) they are related by functional
imperatives for "fit" or "accommodation"; and (3)
their relationship is asymmetrical - the environment
affects the organization more than the organization
affect the environment (presumably because the
environment is bigger)." [1989, pp. 459-460]

The second approach to change in organizations was
the "endogenesis" school of thought which attributes
organizational change to the actions and choices made by
managers in the organization. This is the basic for
virtually every major theory of strategic management
[e.g., Child (1972) and Lindblom (1959)]. As Sanderlands
and Drazin point out, the endogenous approach also:

"has three parts: (1) managers make decisions about
organizational objectives and establish plans for
realizing those objectives; (2) these decisions

and plans promulgate definite organizational

processes such as innovation, growth,

divestiture, standardization, downsizing, market

or product line expansion, or retrenchment; and

(3) these processes leads to changes in

organizational form." [op. cit., pp. 464-465]

Investigating the sources of change for each
organization had two uses in this research. The first was
evaluating what the managers perceived to be the main
sources of change for their organization and how much
agreement was evident among them. The more direct use was

development of an understanding of how computers are now
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helping the organization to deal with significant change,
whatever its sources, and how computer-based tools could
be used to improve the organization's ability to identify

and deal with such change.

2.5 Organizations and information?®

The reality of information in organizations is that
it is essential for survival. The information used by
decision makers in an effective organization performs one

of two functions:

1. it points out a problem or an opportunity for some
level or subsystem of the organization

2. it helps the organization deal with the apparent
problem or opportunity

Radford, describing the reasons for the growing use
of information systems in organizations, begins with the
assumptions concerning the bureaucratic nature of modern
organizations described above and points out that:

"[in large organizations] Responsibility for
routine activities and related decisions is delegated
to managers at the middle and lower levels of the
organization... A necessary counterpart of delegation
of authority is the reporting of the results of the
activities that have been assigned. A second effect
of the growth of an organization is that the breadth
of experience and knowledge of individual members of
the organization tends to decrease... For this reason
greater attention to communication between individual
members is needed... Organizations have met the
demand of [their increased internal fragmentation
and] the increased complexity of their activities by
diverting an increasing proportion of their effort
and resources to administrative tasks and information
systems." [1978, pp. 5-7]

’Section 4.6 contains a more technical discussion of the
relationship between information and decision making in
the organization.
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Simon [1977] expanded on Anthony's pyramid model by
defining the types of information needed at the various
levels. He recognized that, at the middle and senior
management levels in which this research is interested,
the organization and the individual manager deal with
current (operational) problems of the organization; with
strategic planning to enhance the relationship between
the organization and its environment (exogenisis) and
with development of new goals (endogenisis). Based on
this he identified two types of information needed by
mi&dle and senior managers. Intelligence information "is
mainiy used for attention directing and parameter
measuring purposes" [ibid, pg. 128] and can be described
as control oriented while strategic information "is more
concerned with gaining an understanding of system
behaviour" [ibid, pg. 130] and can be classified as
planning information. |

Mintzberg has developed an interesting concept
concerning organizations, managers, information and
computers. He distinguishes between "thin" information
and "thick " information. The former type - aggregafed,
analytical, detached - is epitomized by the body counts
of the Vietnam war. They are easy to deal with but not
necessarily relevant to reality. Thick information:

"is rich in detail and colour, far beyond what can
be quantified and aggregated. it must be dug out on
site, by people intimately involved with the
phenomenon they wish to influence. In Vietnam it was
the look on a peasant's face; in business, the will
of a customer, the mood of a factory... Those who

practice this kind of management bypass the MIS to be
sure they get informed. " [1989, pg. 355]
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He then points out that as organizations grow and
become more rigid and managers jobs become narrower they
are more likely to produce and use the computerized thin
information than take (have?) the time to gather thick
data themselves. Can a new, or upgraded class of
computer-based information systems ever support the
acquisition of "thick" information?

Daft and Lengel [1984] also examined the concept of
richness of information, but from a more operational
point of view - in terms of media. They defined richness
as a function of speed of feedback, visual vs. audio
channels, the source (personal of impersonal) and the
language used (body, natural or numeric). In these terms
they found face-to-face conversations provided the
richest information while the others they examined, in
descending order of richness, were the telephone, written
personal communications, written formal communications
and computer output. Since one goal of this research is
to determine the value to managers of computer output in
particular, and its utility in support of communication
in general, these concepts were valuable in both framing
questions and observing the actions and attitudes of

individuals.

2.6 The organization and its computer resource

The computer resources described in Chapter 5 must
compete for the limited capital of the organization with
many other demands. In traditional organizations large,
relatively simple applications such as accounting or
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inventory management have an obvious and strong claim on
such resources but it is narrower, more subtle
applications that are of interest in this research and,
for them, the case is not nearly so clear cut.

Some of the specific aspects of IS that will have to
be managed by successful organizations include: personal
computing; distributed computing; departmental and
organizational networking; voice and data communications;
administrative workflow automation; database management
systems; data security; and links with external
organizations. Each of these emerged as a topic of
interest with one or more managefs in this research.

McKenney and McFarlan [1982] have pointed out a
number of aspects of computers in the organization that
are relevant to this research. The first reiterates the
point made above - for purposes of both efficiency and
effectiveness IS must add office automation,
telecommunications and other advanced technologies to
traditional data processing. They go on to point out that
new technologies will require new management techniques
and skills (one of the main interests of this research)
and, finally, they suggest that firms must rethink where
in the organization data and hardware resources belong
(another important issue in this research).

Leifer [1988] discussed the problem of matching the
organization's CBIS to its structure. Although one may
not necessarily agree with all of his assumptions or

conclusions, it is a useful discussion. He begins by
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describing four CBIS structures: stand alone PCs;
centralized systems; distributed systems and decentral-
ized systems. He then relates each to one or more of
Mintzberg's structures (described above). For example he
proposes that distributed systems (a central host linked
with smart terminals or PCs in a many to one
relationship) are most appropriate for professional
bureaucracies since they can provide local processing to
support individual and functional needs but are also
linked to large central databases and software.

In addition to the linkages Leifer raise the issue of
levels of analysis in that, sincé an organization can be
a mixture of Mintzberg's structures, it may not be
possible to fit one CBIS model to it3. At what level
should the organization be differentiated when matching
structure with tools? Both the problem of defining valid
uses of the computer resource based on structure and the
question of levels of analysis are key issues in this
research. The topic of relating computer-based tools to
culture is only implied by Leifer but is investigated in

this project.

2.7 Critical Success Factors
One concept that proved useful in recognizing and
evaluating the priorities of organizations and

individuals in relation to CBIS was Critical Success

3site E, which is, in reality, many sites spread from
Halifax to Montreal to Moscow is an excellent example of
this issue.
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Factors. These were first propounded by Rockart who
described them as:

"the limited number of areas in which results, if
they are satisfactory, will ensure successful
competitive performance for the organization.
They are the few key areas 'where things must go
right' for the business to flourish ... The
current status of performance in each area should
be continually measured and that information
should be made available." [1979, pg. 82]

Being slightly more specific, Bullén and Rockart
define CSFs as:

"the particular areas of major importance to a
particular manager, in a particular division at a
particular point in time ... no standard
organization-wide set of 'key indicators' can
provide the necessary operating information."
[1981, pg. 14]

Bullen and Rockart also classify CSF's according to
three parameters: internal versus external factors
involved; oriented toward monitoring (maintaining
stability) or toward building (helping the firm grow):;
and the source of the CSF (the environment; the industry:;
a temporal issue; their competitive strategy or the
manager's own position).

It was the focusing effect of CSF's and the use of
common terminology that made them useful in this research
because it (a) forced the manager to identify his CSFs at
the corporate, function and individual levels and then
(b) allowed him to understand how he was and was not
using computer-based tools to achieve the goals related
to those factors. This was, in fact, a topic which led to
many in-depth conversations with managers about the links

among the organization, the manager and CBIS.
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2.8 Summary

This chapter began by discussing briefly the context
in which the organization operates and which proviaes
both the opportunities and the threats to which it must
respond. The broadest level of context is the social,
legal, political, competitive framework which usually
acts only indirectly on a specific firm - but a more
focused aspect of the environment, the industry, was also
discussed, particularly as it relates to the firm's use
of CBIS.

The chapter then reviewed existing theory on
organizational structure and culfure as they relate to
the use of computer-based tools and described a number of
models that were particularly useful for developing the
research and evaluating the data.

A third aspect of the chapter was the examination of
a number of more specific aspect of organizational theory
which may affect the individual manager's use of, and
attitudes towards, computer-based tools: the sources of
change which act on an organization; the use of
information in the organization; the relationship of the
organization with its computer resources and Critical
Success factors as they relate to CBIS support of a

manager's activity.
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The Manager As Individual

This chapter focuses on the individual manager
as a cause of his own use of CBIS. More
specifically, concepts and pre-existing theory
on two sets of factors are examined: the key
characteristics (demographics, psychographics
and attitudes) of managers in relation to this
research are described and evaluated; and the
way in which managers work and deal with
computers are examined.

3.1 Introduction

At the heart of this research are the individual
managers who work in the organizations described in
Chapter 2; who perform the jobs discussed in Chapter 4;
and who use (or might use) the tools and support
described in Chapter 5.

Almost all of the computer applications implemented
in organizations so far have been TPS and MIS embodying
the structure, the policies, the processes and the
procedures of the organization - the users were fitted to
them. But when one begins to deal with the use of
computer-based tools by those who have some power over
which they will use and how, the relationship between
application and user is more complex and, to a great
extent, the tools must fit the user - the reverse of the
traditional situation.

This chapter examines three classes of the
characteristics that the individual brings to his
organization, to his job and to the resolution of
specific types of problems: demographic factors such as

age, gender and education; his personality type; and the

set of beliefs and attitudes that shape his
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relationships, in this case to the use of computer-based
tools.

In addition to investigating the "internal" factors
which define managers as individuals this chapter reviews
prior theory and research on managers and management in
general. Because this consists of a huge body of work
emphasis was placed on topics deemed most relevant to the
use of computer-based tools. Those selected include the
different styles of working demonstrated by managers; the
difficulties encountered in defining just what it is
managers do; their preferred sources of information; how
managers deal with increasingly complex environments; the
different approaches they may use for solving problems;

and their relationships with computer-based tools.

3.2 Characteristics of the decision maker

In order to relate the manager's types and levels of
use of CBIS to his individual characteristics it is, of
course, necessary to identify the relevant
characteristics §nd to measure them. To simplify this,
characteristics have been examined in four groups:
demographics, personality types, beliefs and attitudes,
and cognitive styles.

3.2.1 Demographic factors

The basic demographic/situational factors recognized
by a number of theorists, such as Zmud [1979] and Ein-Dor
and Segev [1981], include general intellectual ability,
knowledge of the field in question, age, gender,

experience, education, professional training, decision
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requirements, rank (absolute and relative) and attitudes
(technical and non-technical).

This research investigated only demographic factors
that could be quantified: age, gender, level of
education, time with the organization, time in his
current position, level of his position in the
organization, computer training and experience with
computers.

3.2.2 Personality type

One ongoing issue for researchers into the psychology
of managers is: how can the "internal" aspects of
personality be elicited in an objective way? A number of
tools have been developed over the past fifty years which
purport to do just this. Some researchers (e.g.,
Brightman, Elrod & Ramakrishna, [1988]) have proposed
that Jung's construct, in which decision makers are
classified according to three dimensions of their style
(their nature (extroverted/introverted), their method of
perception (sensing/intuition) and their method of
judgement (thinking/feeling)) is the most appropriate and
approachable model for classifying managers. Brightman
goes on to point out that Jung's is not only a concise,
consistent and comprehensive model but it has been
operationalized by the Myers-Briggs Type Indicator
(Briggs Myers & McCaulley [1985]). (This and other tools
are described and evaluated in Chapter 6.)

Properly developed, such a set of objective

measurements of individual characteristics will help a
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researcher to predict a number of things including: a
user's attitude toward CBIS; the most appropriate type of
tool for his "attitude"; the most effective way for each
manager to use the tools available; and the best approach
to managing his use of that tool.

3.2.3 Beliefs and attitudes

Ebert and Mitchell propose that individual managers
are driven by three internal forces. Beliefs:

"reflect an individual's view of the interrelation-
'ship of events either past, present or future...
there is some object, concept, or thing being
related to some other object, concept or thing...we
may be imputing causality to events while in other
cases we may be stating what we consider to be a
factual statement of interrelationship." [op. cit.,
pg. 51-52]

Values:

"are normative statements by which human being are
influenced in their choice among the alternative
courses of action which they perceive .... values
are conceptions of desirable states of affairs
that are utilized in selective conduct as
criteria for preference or choice or as
Jjustifications for proposed or actual behaviour."
[ibid, pg. 53]

They describe attitudes as a major subset of values which
give an individual:

"a predisposition to respond in a favourable or
unfavourable way to objects, persons, concepts, or
whatever." [ibid, pg. 58]

Thompson, Higgins and Howell, discussing a model of
PC utilization, reported that Triandis [1971]:

"suggested that attitudes involve cognitive,
affective and behavioral components. The
cognitive component of attitudes involved
beliefs...The affective component of attitudes
has a like/dislike connotation. Thus, the
statement 'I hate computers' is considered an
indication of the affective component of
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attitudes. Behavioral aspects are simply what a
person intends to do." [1991, pg. 126]

Beliefs and attitudes affected this research in two
ways. The first was their effect on the perceptions
reported by managers, as just discussed. The second was
more subtle. One goal of this research was understanding
the forces behind a manager's use (or non-use) of
computer-based information systems. Because managers
examined in the research had some control over how they
did their jobs, including the type and degree of use of
CBIS, their beliefs and attitudes had to be examined as
potential factors with the final model.

Did the beliefs and resulting attitudes of an
individual manager really determine how he used CBIS? How
strong was their effect compared to other factors? Both
Ebert & Mitchell and Triandis imply that beliefs and
attitudes have both logical (cognitive) and emotional
(affective) aspects. Throughout this research attention
was paid the effect of beliefs and attitudes on their
relationshib to phe research, on the validity of their
perceptions and on their relationship with CBIS.

3.2.4 Cognitive style

Zmud [1979] suggested that cognitive style is
composed of three dimensions. The first of these is the
simple/complex dimension which relates to structural
characteristics of perception and includes
differentiation (the number of-elements sought and
assimilated in cognition), discrimination (the degree of

"fineness" of distinctions among available values) and
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integration (the number and completeness of rules used in
cognition. _

The field dependent/field independent dimensioﬁ (low
analytic/high analytic) reflects whether a decision maker
is bound by external referents or can make use of
internal referents in structuring cognition.

The final dimension of cognitive style described by
Zmud is that of systemic/heuristic. This approach is
based on the distinction between those who use abstract
models and systematic processes in cognition and those
whose approach is based more on experience, common sense
and the practicalities of the sifuation.

Finally, he proposed a number of reasons why decision
aids such as MIS or DSS can be valuable to humans making
decisions: humans have been found to be slow in
initiating action; to delay too long in making decisions;
to be reluctant to change prior decisions;
are unable to make full use of available information
(particularly when it is multidimensional); develop and
consider too many alternatives; often accept the first
alternative that makes sense and are uncomfortable with
probabilistic (stochastic) analysis.

In an article linking an individual's cognitive style
to "decision aids" Benbasat and Taylor made a number of
points which have provided guidance in this research.
Their basic distinction between analytic and heuristic
decision makers is based on the Embedded Figures Test as

described by Witkin et. al. [1971] rather than the MBTI
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but, as will be shown in Chapter 6, there is an overlap
between the classifications developed by the two tools.
Benbasat and Taylor made three points concerning
different cognitive styles and decision aids:

"l. Analytic decision-maker types tend to prefer
decision aids and reporting systems which are
quantitative in nature with results supported
by mathematical formulas.

2. Heuristic decision makers need to have more
data search capabilities prior to reaching
decisions. Since they rely on feedback and
trial and error, an information system
capability which can highlight trends and
provide period by period comparisons would be
suitable for them. the information system
should give then the capability to try
alternative solutions and analyze the possible
outcomes before they decide on their final
approach to solving the problem.

3. Decision-makers differ in their data gathering
styles. The perceptives want a system which can
organize and aggregate data into categories
according to given parameters and exception
reporting aids, whereas the receptives or
maximal data users prefer an information system
which has access to every piece of historical
data." [1978, pg. 49]

3.3 How managers work

An important aspect of computer-based tools from a
manager's point of view is how they will fit into his
work style. Although this will be, to some extent,
defined by his individual characteristics there are also
some aspects of simply "being a manager" which may be
relevant.
3.3.1 Styles of activity

Radford suggests that there are two general styles of

managerial activity - incremental and entrepreneurial.
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"The incremental style is oriented toward the
maintenance of an equilibrium state both within

the organizational and between the organization

and its environment. The incrementalist avoids

implementing radical change...Movement is

achieved by a succession of steps, each

succeeding step being undertaken after a review

of the effects of the preceding step.

In contrast, the entrepreneurial style seeks
change rather than attempting to suppress and
minimize it. The entrepreneurial manager
anticipates threats and opportunities...Courses
of action chosen by an entrepreneurial manager
tend to be bold and wide-ranging. His activity
places great emphasis on creativity." [1978, pg.

45]

This somewhat simple distinction captures a basic
issue relating the use of computer-based tools to
managers: to what extent can managerial activities using
different approaches be supported, enhanced or even
imitated by such tools? More particularly, can they be
related to the entrepreneurial style? Is such support
more trouble than it is worth?

3.3.2 Sources of information

A key aspect of the way managers work is the sources
which they use to acquire information to support their
roles. Mintiberg [1975, pg. 52] identified five media
available to managers (documents, observational tours,
telephone calls and scheduled and unscheduled meetings)
but reported that in two British studies managers were
found to spend an average of 66% and 80% of their time in
verbal (oral) communication while the five Canadian chief
executives in his study were found to spend about 78% of
their time in verbal mode.

McLeod, Jones and Pontevent [1984], in a related

study based on in-depth interviews with five senior
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executives, asked their subjects to rank the value of ten
information sources. the combined rankings were:

1. Memos, letters

2. Scheduled meetings

3. Telephone

4. Unscheduled meetings

5. Non-computer reports

6. Computer reports

7. Office visits

8. Periodicals

9. Conventions

10. Social/civic activity

It is interesting to note that three of the top four
are verbal, supporting Mintzberg's contention that senior
managers prefer verbal input and output and Daft and
Lengel's [op. cit.] concept of the relation between media
and information richness. The main findings of this study
were:

. The executives relied more heavily on informal than
formal sources of information

. Approximately three times as much information came
from non-computer as from computer sources.

. Approximately twice as much information came from
internal as from external sources.

. Verbal media were the most preferred sources.

McLeod and Jones [1986], in a follow up to this
research, ekamined the information systems (defined in
the broadest sense) of five senior executives as they
related to their decisional roles. They divided all
information sources into either written or oral. Written
media included computer reports, letters, memos,
periodicals and non-computer reports while oral media
included social activity, business meals, tours,
telephone calls and scheduled and unscheduled meetings.

Unlike Mintzberg's study, this investigation found that

only 39% of information sources were oral with only
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telephone calls, at 21%, having significant impact on
decision making. One goal of this research will be to
investigate the preferences of the managers interviewed.
Do sets of preferences seem to relate to functions (e.g.,
marketing)? Is the preference set related to personality
types?
3.3.3 Dealing with the work environment

Looking at managerial activity in terms of the
equivocality and dynamism of the environment, Weick
suggested that:

"the pace of managerial adtivity implies one or
more of the following outcomes:

1 Managers chronically work amidst enduring
puzzles because abbreviated selection leads to
minimal removal of equivocality.

2 Managers do what they are told...and enforce
organizational routines because this reduces
variety in the environment and also shifts
lingering equivocality to someone else (super-
visors handle odd cases).

3 Avoided tests are common because there isn't
time to interpret equivocal enactments that
would come from attempted test.

4 Habit and tradition...are invoked as often as
possible for as long as possible to accommodate
demands for selection with the limited time
available for selection.

5 Because they deal with smaller scraps of data at
any one time-each input gets an immediate
response-managers may be able to preserve a
sense of control." [1979, pp. 203-204]

Handy [1985] suggests that there are a number of
standard techniques people use to deal with the increas-
ing demands made on a manager's time:

. polarizing (push problems into black and white -
ignore all shades of grey):
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. shortening time horizons (deal only with immediate
topics and crises):

. searching for a routine ("what did we do last
time?" - this approach allows us to avoid a
decision);

. taking delight in trivia (turn to, or even create, a
trivial problem);

. reacting, not proacting (deal with the in tray - cope
with events as they arrive - don't try to influence
their occurrence):;

. hammering away (do what you do only do even more of
it);

. escaping (into non-productive or even destructive
behaviour;

. breaking down.

Some of these activities are emotional and no type or
amount of technology can help. But in, in general, the
use of CBIS by such managers can have three effects. At
the organizational level, it can ensure that the manager
is actually doing his work - that he has not "escaped" or
"collapsed". If he has, the organization will very
quickly become aware of this. The other two effects are
more positive from the manager's point of view. The
computer tools can do some of the manager's work thereby
reducing the load and secondly, computer-based tools can
support the manager in some of the tasks that must be

done by human effort.

3.4 Individual managers and decision making

Simon's [1977] scale of problem "sophistication"
from well structured (programmed) decisions to unstruc-
tured (non-programmed) decisions captures many of the
issues surrounding managers and their direct use of CBIS.
As they rise in the organization managers spend their
time dealing with a larger and larger proportion of

semistructured or unstructured probleﬁs. How can
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computer-based tools support such managers in such
situations?

March and Simon suggested a specific set of
consequences of the human's limited information
processing skills (discussed in the following chapter)
and the resultant development of "action programs" at
both individual and organizational levels.

"Because of the limits of human intellectual
capacities in comparison with the complexities of
problems that individuals and organizations face,
rational behaviour calls for simplified models
that capture the main features of a problem with
out capturing all its complexities.

The simplifications have a number of
characteristic features: (1) Optimising is
replaced by satisficing-the requirement that
satisfactory levels of the criterion variables be
attained. (2) Alternatives of action and
consequences of action are discovered sequential-
ly through search processes. (3) repertories of
action programs are developed by organizations
and by individuals, and these serve as the
alternatives of choice in recurring situations.
(4) Each specific action program deals with a
restricted range of situations and a restricted
range of consequences. (5) Each action program is
capable of being implemented in semi-independence
of the others- they are only loosely coupled
together." [1958, pg. 169]

They go"on to describe the basic characteristics of
these action programs as they relate to organizational
and individual problem solving. First they note that,
however complex a specific process or program, "they are
made up by aggregating very large numbers of elements,
each element, taken by itself, being exceedingly simple."
[ibid, pg. 178] Second, they observed that a large part
of problem solving consists of search processes - either
physical or cognitive (relationships, past experience,

etc.). Third, screening is another major component of
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problem solving programs - how appropriate is this
alternative? how expensive? how does it fit in our
organization? Finally, they noted that the elementary
components of any program are characterized by a great
deal of randomness. Of course this will relate to the
nature and structure of the problems being dealt with
but, at senior levels, randomness will be the rule rather
than the exception.

Essentially, the abilities of human information
processors are too limited - we must simplify, ignore and
geﬁeralize, usually with the support of heuristics.
Rather than optimize by working at all phases of the
problem solving process until the "perfect" solution
emerges we accept the first solution which meets a
minimal set of criteria - we satisfice. In the light of
such an extensive description of the weaknesses of human
problem solving, the question arises: how can a rigid
tool such as a computer~-based information system improve
the problem solving skills of managers as individuals?

It is important to recognize that not all of the
effects of using computers to help solve problems are
seen as potentially positive. Weick [1985] pointed out
that people use a variety of techniques to help them make
sense of what goes on around them. He diséussed five of
these and described how using a terminal [a computer]
could have a negative effect on each.

Effectuating is doing something; learning about an

entity by prodding and examining it. Use of a computer

74



could remove the manager from a problem or an event so
that it becomes only a model to be manipulated. This
situation of detachment, which Weick calls "action
deficiencies", can have potentially serious consequences.

Triangulating is confirming one's perceptions of a
situation by using a series of alternate measures of that
situation. Even when no one measure is complete the
series of "images" can provide a strong sense of what is
happening. The "illusion of accuracy" created by computer
models may cause a manager to fail to triangulate, which
Weick calls "comparison deficiencies".

Affiliating is learning about a situation or an
entity by comparing what they see with what someone else
sees. He defers to Lehmann-Haupt's description of
computing as "quantified narcissism disguised as produc-
tive activity" to make the point that isolation can lead
to serious problems in a manager's understanding of both
a problem and possible solutions.

Deliberating is slow and careful reasoning during
which ideas are formed and conclusions are reached. Weick
points out that in using computers time, so essential to
successful deliberation, is the very thing that
disappears. Not only the volume but also the velocity of
information increases drastically.

Finally, Weick is concerned with our ability to
Consolidate the bits and pieces of information we have.
Successful consolidation requires that we go beyond the

information itself - we must understand relationships and

75



context and be able to add value if we are to get the
"whole picture". He recognizes that it is the very self
contained nature of computer-based systems that cause
them to undermine the consolidation process - enumeration
is not enough.

Although none used Weick's terms a number of managers
in this research expressed strong reservations about the
appropriateness of computer terminals or microcomputers
in their offices for similar reasons.

It is instructive to review a list of what one set of
senior managers identified as being the key problems they
faced in making decisions. Hough and Duffy [1987] asked
1,985 senior managers to rank a set of decision making
difficulties. They identified the following as being most
significant (in descending order of intensity):

1. deciding under time pressure

2. conflicting objectives/criteria
3. high complexity in decisions

4. estimating impact of decisions

5. insufficient information

6. getting a decision implemented

7. deciding information sufficiency
8. forgetting something

9. communication with people
10. determining information relevance
11. decision effectiveness not known
12. unclear understanding of the problem
13. unclear decision objectives

and, at the bottom of the list,

14. expected frequency.

The fundamental issue which related this list of
problems to this research was how, or whether, managers
use (or could use) computers to minimize some, many or

all of these problems. These researchers were also

interested in the use of computers to deal with these
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problems and found, among other things, that 55% of the
senior managers had not even heard the term "DSS", that
only 35% had a computer tool available to them and that

only 17% of respondents used the computer directly.

3.5 Managers and computer-ﬁased information systems

Who are the current and potential users of CBIS at
management levels? What do they want them to do? How do
they evaluate their usefulness to themselves? To the
organization? What attitudes might they demonstrate
toward computer-based tools? '

How the potential manager/user sees the tool
affecting his position in the organization is an
important factor in defining the relationship between
users and CBIS. Mason and Mitroff recognized that there
can be negative attitudes which will actively mitigate
against any use of such tools:

"In an organization information is power. It

affects one's authority, status, visibility and

career. Thus one might conclude ... that the

dysfunctional reactions to the installation of

MIS (that range from failure to use the output to

outright sabdtage) are based on the individual's

defensive responses" [1973, pg. 484].

Although this comment was made concerning MIS which were
company-wide and often compulsory, the issue of
"unreasonable" attitudes interfering with the use of CBIS
by middle and senior managers cannot be dismissed for
this research. Does the manager perceive the use of a
tool in a particular situation as personally positive,

threatening or neutral? Can this be measured? How can the

organization deal with it?
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In a recent study Nelson [1989] investigated the
actual use of personal computers (microcomputers) by the
chief executives of America's 500 largest companies. Of
the 457 respondents to their questionnaire, only 21.4 %
reported that they "compute" at the office or at home.
This was the same percentage as was reported in a 1986
version of the research. These users reported that they
had been using a computer for an average 3.6 years and
spent an average of one hour per day using a computer.
The most important overall use was described as "personal
productivity" (?) while the most satisfying end result
was "access to more information" and the most disappoint-
ing aspect of their computing was "difficult to learn".
Unfortunately the report does not describe the managers'
functions (e.g., production or marketing) so it is not
possible to compare results in various functions to their
figures.

In an evaluation of interface issues for "advice
giving systems" Carroll and McKendree summed up the
reality of the limited use of computers by managers, even
if they have identified potential uses within their job:

"People want to use computer equipment because they
want to get something accomplished. This is good

in that it gives users a focus for their activity

with a system and increases the likelihood of

receiving concrete reinforcement from their work.

But this same pragmatism can also make an

individual unwilling to spend any time learning

about any system on its own terms. After all, to

consult on-line tutorials or programmed self

instruction manuals [let alone attend a course of
instruction] is for a time to effectively cease
working. There is then a conflict between working

and learning that inclines new users to try and
skip instruction all together, or to skip around

78



in a training sequence, sometimes with disastrous
consequences." [1987, pg. 14]

The issue of training was examined in this research
from five points of view: the need for management
training; the organization's attitude in terms of rewards
(or lack of them) for training; the resources available
to managers for training; the costs to the organizatioh
of inadequate training of managers in the use of CBIS;
and the opportunity costs of both training and use of

CBIS by managers.

3.6 Conclusion

When it comes to actually solving problems, whether
or not that includes the use of CBIS, organizations are
strictly constructs - all aspects of the process are done
by individuals. At the broadest level it is groups of
individuals who decide what computer resources will be
acquired for the organization, how they will be allocated
and what policies will be put in place to define the
relationships between the resources and the users.

Individual characteristics such as demographics (age,
education, experience and so on) and personality
(including beliefs, values, attitudes and cognitive
styles) will also mediate the relationship of an
individual to computer-based tools - as a user Oor as a
manager. This chapter has focused on those
characteristics which may affect either the manager's

ability to use a computer-based tool or his willingness
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to employ such tools and to relate them to his

responsibilities.
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The Individual as a Manager
This chapter begins with a discussion of
concepts and theory underlying four aspects of
the job the individual performs for his
organization: the manager's formal function
within the organization; the set of tasks which
comprise his job; the specific activities
required to complete these tasks and the nature
of the problems he must deal.

But much of the chapter consists of
explanations of how these concepts evolved
during the research; the relationships believed
to exist among them and theilr apparent effect
on the manager's use of, and attitudes toward,
computer-based tools.

4.1 Introduction

The organization and the individual "meet" at the
level of the "job" the manager performs for the
organization. This chapter examines a number of topics
which define that job and the relevance of computer-based
tools to it. From the general to the most specific these
are: the formal function he (and his people) perform for
the organization; the tasks performed as part of that
function and the day-to-day activities which must be
undertaken to achieve the goals of the job.

A fourth topic, the nature of the problems faced by
managers and the problem solving processes used to deal
with them, is also included because, at middle and senior
levels, this aspect of the job, although less specific
than the first three, may have a significant effect on
the relevance of computer-based support.

This chapter contains the least "pre-existing" theory

of any in this section because this four-pronged model
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evolved primarily from the researcher's own experience
and that of the managers taking part in the project.

Handy, discussing what actually happens in any type
of organization, commented that:

"life is just a set of jobs to be done.

Organizations are just larger sets of jobs to be done.
These jobs seem to fall into three types:

STEADY STATE describes those jobs which are program-

mable, because they are predictable. They can be

handled by systems and routine, rules and
procedures. In a typical organization, they might
account for about 80% of the work to be done.

DEVELOPMENT jobs are those which attempt to deal

with new situations or problems. In many cases the

result might be a new system or routine, which
ensures that the next time the situation occurs it
will not be a problem, merely an incident in the
steady state. These are the jobs which ensure, if
they are well done, that the organization adapts.

ASTERISK situations are the exceptions, the

occasions where the rule book has failed, the

emergencies where instinct, and speed, are likely to
be better than logical analysis or creative problem

solving." [1985, pp. 34-35]

The work of lower level staff consists primarily of
the "steady state" jobs whose activities are highly
amenable to computerization. Two issues investigated in
this research were (a) the mix of the three types of jobs
performed by managers and (b) the relevance of direct -use

of CBIS to this mix.

4.2 Functions in the organization

As was described in Chapter 1 it was decided that, to
provide both structure to the research and comparability
among the groups of managers chosen to take part in it,
the "formal function" the individual (and his

subordinates) performed for the organization would be
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used as a defining factor. There have been many
approaches to the subdivision of labour in the
organization (e.g., Fayol [1949] divided the work of an
organization into six subdivisions: technical,
commercial, financial, security, accounting and
managerial) but it was decided to use the terminology
with which the managers themselves were comfortable -
accounting/finance, marketing, personnel, production and
"planning”.

But these functions are not all "equal". For example,
Accounting has, over centurieé, developed a body of
theory and practice ranging from>clerical procedures to
reporting policies which are recognized and accepted
internationally. On the other hand, Marketing covers an
wide range of activities from product planning to
personal selling and, within general models, can differ
greatly from one organization to another and even from
among individuals. What effect, if any, do these
different degrees of development have on current use of,
and attitudes toward, computer-based tools by managers in
the various functions?

Each function is, ultimately, the responsibility of
one manager (ﬁsually the one interviewéd) but only in the
smallest organizations is the work of a function done by
that one person. Most of the tasks and activities
comprising a function are delegated to subordinates. This
made gathering and analyzing data on the individual

managers difficult since they often did not distinguish
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explicitly between the function for which they were

responsible and their own tasks and activities.

4.3 Tasks in organizations

Because it soon became evident that a "function" was
too large a unit to relate meaningfully to an individual
computer user, computer tool or opportunity the
complementary concept of "tasks" was added to the
analysis of the manager's job. This level of analysis,
however, presented two more problems: what is a “task"?
and how could data on tasks be elicited from managers?
The most obvious approach was to simply ask each manager:
what do you do? But this can also lead to problems. The
manager may not answer on the same level of generality as
was intended - his description will be too detailed or
too broad. The answers may deal with irrelevant aspects
of his job or even include other jobs, particularly those
of his subordinates. So more structure was needed.

4.3.1 Fayol's framework

Traditibnally managers' work has been described in
terms of Fayol's [op. cit.] framework: planning, organiz-
ing, commanding and controlling or some more detailed
modification such as that of Gullick and Urwick [1937].
This classification is certainly more specific than an
open-ended question and should cover the manager's day
but as Mintzberg first pointed out almost twenty years
ago "they tell us little about what managers actually do.
At best they indicate some vague objectives managers have
while they work. " [1989, Pg. 3]
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4.3.2 Mintzberg's roles

Mintzberg prescribed a more flexible model_of
managerial "roles": interpersonal (figurehead, leader and
liaison); informational (monitor, disseminator or
spokesman) and decisional (entrepreneur, disturbance
handler, resource allocator and negotiator).

All of these were relevant to this research. The
liaison aspect of the interpersonal role was likely to
involve computing either through communication technology
such as electronic mail or, more commonly, by using
organization-wide computer output, such as the annual
budget plan, to communicate with‘other managers.

The informational role had two implications for the
use of computer tools. The first was the potential value
of the computer in the preparation of information and the
second was the use of computers to both receive and send
such information. Even more sophisticated is the possible
use of a computer-based tool to filter, or even to
evaluate, information.

Two aspects Of Mintzberg's decisional role appeared
to be relevant to this research. The first was the
"entrepreneur" in which the manager seeks to improve his
unit and keep adapting it to changing conditions. To what
extent could, or would, the manager use the computer to
enhance this aspect of his job?

The second relevant aspect 6f the informational role
was "disturbance handler" in which the manager

involuntarily responds to pressure so that change is

85



beyond his control. The power of computer-based systems
to providg early warnings and to analyze potential
problems and solutions could be valuable in the handling
of organizational "disturbances".

4.3.3 Group tasks

Another aspect of tasks, as they relate to computer-
based tools is the degree to which tasks are performed
with others. Thompson [1967] has described four types of
interaction:

1. Independence - a task is independent if a person [or
group] can perform that task without interaction with
any other persons [or groups].

2. Pooled interdependence - a task is pooled if two or
more people [or groups] are relatively independent but
make a discrete contribution to the larger
organization.

3. Sequential interdependence - a task is sequentially
interdependent if several people [or groups] can only
perform their respective tasks in a certain sequence
in which the outputs of one task must be used as the
inputs to another task.

4. Reciprocal interdependence - this occurs when the
outputs of certain departments become inputs to those
same departments. A common example of this is the
relationship between the operations and maintenance
departments o? an airline.

How do the different forms of task interaction relate
to potential use of computers by the managers involved?
Hackathorn and Keen have suggested that there are three
levels of support that roughly correspond to Thompson's
types of interaction:

"l. Personal Support focuses on a user or class
of users in a discrete task or decision
(e.g., setting a price for a product) that
is relatively independent of other tasks.

2. Group Support focuses on a group of individuals
on the same, or different managerial levels,
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who are engaged in separate, but highly
related, tasks (e.g., office activities).

3. Organizational Support focuses on an
organizational task or activity involving a
sequence of operations and actors (e.g.,
developing a marketing plan, capital
budgeting." [1981, pg. 24]

Almost all computer-based tools in organizations
today are oriented toward organizational support. Some
relatively advanced functions have developed personal
support systems although these are used more to support
tasks than individual managers. Group problem solving is

discussed below and the related group decision support

systems (GDSS) are examined in Chapter 5.

4.4 Activities

The most specific level of the job evaluated in this
research was the activity. Activities were taken to be,
basically, whatever an individual spends his time doing.
This included "going to meetings", "talking on the
telephone", etc.

This is another topic on which little management
level research was found and, in the end, it secame a
matter of working from the general observations of
researchers such as Mintzberg [1973] to create a list of
activities which could be use to elicit the specific
activities of each manager.

But, although how a manager spends his day is the
basic activity data, issues based on activities go beyond
that. For example, are there significant correlations

between specific tasks and sets of activities? Are there
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significant differences in the "activity mixes" of the
five functions examined? Differences between managers in
different organizations? Most basically, how does each
activity relate to computer-based applications and how do
different sets of activities affect the appropriateness

of CBIS for that manager?

4.5 Problem solving in organizations

In the normative model of organizations managers
exist to define goals, to acquire and allocate resources
within the organization to achieve those goals as
effectively and efficiently as possible and to ensure
that all necessary activities are carried out (e.g.,
Gibson [1975]). In this research interest was primarily
on understanding the nature of a problem and its location
within the organization (who is responsible for dealing
Qith it?).

The basic factor in management decision making is the
type of problem being dealt with. At the simplest level
are operatibnal gecisions - those which arise from the
day-to-day activity of the organization. The next level
is tactical in which some structure, mainly through
history, is available. To a great extent these are the
types of problems dealt with by managers in this study.
The most complex level of.problem, strategic, are usually
based on long term situations, are large, unique and
lacking in structure and history.

Related to this is the idea of the locus of the

problem. Three loci were identified based on who is
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involved in solving the problem. The first was "local",
that is, the problem is specialized, and would be dealt
with by the manager's area of control with limited input
from other areas of the firm. The second locus was
"shared" which involved decisions made by more than one
function or department so that communication and
negotiation are added to data acquisition and analysis.
Like local problems these were'usually operational or
tactical in nature. The third locus was "corporate". It
might not involve all aspects of the organization but the
decisions affect the entire ofganization, usually at a
tactical or strategic level.

To create a framework within which problems could be
defined and related to the use of computer-based
information systems, two aspects of problems were
examined in detail: the characteristics of problems and
the techniques available to solve them.

4.5.1 The characteristics of problems

In order to investigate the difficulties faced by the
organizations and managers taking part in this project it
was necessary to develop an understanding of problems in
general which would allow the creation of gquestions and
data analysis‘procedures relevant to the research goals.
There are many models of problems in general which could
be useful but the two which follow demonstrate the

extremes of concept and application.
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Simon's model

Herbert Simon summarized a model of decision types
which he had been developing for twenty years by defining
a spectrum of decisions from programmed to non-
programmed.

"Decisions are programmed to the extent that they

are repetitive and routine, to the extent that a

definite procedure has been worked out for

handling them so that they don't have to be

treated de novo each time they occur." [1977, pg.

46]

"Decisions are non-programmed to the extent that

they are novel, unstructured and unusually

consequential. There is no cut-and-dried method

for handling the problem because it hasn't arisen

before, or because its precise nature and

structure are elusive or complex, or because it

is so important that it deserves a custom-

tailored treatment." [ibid]

Because of the simplicity of the model it implies that a
problem at any point on the continuum is only
quantitatively different from one at some other point
(e.g., a little more novel or a little less
consequential). The qualitative differences among
problems are at best implied. If the differences among
problems along Simon's spectrum is only quantitative, why
has it been so difficult to develop computer-based tools
for the more sophisticated problems organizations must
deal with?

Gaither's model

How can an organization or a manager operationalize
this apparently simple model of decision types? Gaither

[1990] defined seven characteristics by which a manager
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can determine the degree of structure (programming) in a

problem situation:

1. degree of complexity - how many input factors must be
considered, how many constraints are relevant, how
many factors are involved in processing the inputs?

2. degree of uncertainty - How sure are we that all
necessary data have been gathered? are the data
ambiguous? how many goals are to be achieved? do they
conflict? how concrete is the problem?

3. decision time frame - how long do we have to make the
decision?

4. expected returns relative to analysis - what can the
organization expect to gain from investing time and
money in an in-depth analysis of the problem?

5. degree of recurrence - how frequently does this or a
similar problem occur within the organization? how
programmed is this type of decision situation?

6. intensity of decision impact - how badly will the firm
be hurt by a wrong choice in this situation?

7. duration of decision impact - how long will the firm
be hurt by a poor decision?

The oldest applications (TPS) deal with well
structured, short term, small impact decisions but, since
managers are also required to deal with complex, low
recurrence, high impact, long term problems, the need for
a different approach to computer-based tools becomes
apparent from this model.

4.5.2 Problem solving processes

A manager affects, and is affected by, not only the
characteristics of a problem but also the process by
which a resolution (decision) is reached. To guide and
support this research a number of models of decision

making were examined.
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Simon's model

The most basic of these was Simon's [1977] three
stage model of problem solving. The first stage,
intelligence, is the gathering of information; design is
the evaluation of the information based on a model of the
problem being dealt with; and choice is the actual
decision based on the first two steps. The traditional
multistage, iterative model which follows is an

operationalized expansion of Simon's approach.

The traditional problem solving model

Figure 4-1 summarizes models of the problem solving
process expressed by many theorists including Ansoff &
Hayes [1974], Bahl & Hunt [1985], Gaither [1990], Leigh &

Doherty [1986] and Simon [op. cit]).
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Figure 4-1: The traditional decision making process

Recognize A Problem "Create" A Problem Receive A Problem
( THREAT) (OPPORTUNITY) (STRUCTURAL)

Define & Describe The Problem

Define The Goals Outllne The Define The
To Be Achieved Constraints of Measures of
the situation Effectiveness

Generate A Set Of Alternative Solutions
Analyze & Compare The Alternatives

Choose The "Best" Alternative

Develop A Plan To Implement Develop A %bntingency
The Chosen Alternative Plan

Execute (And Control) The Chosen Plan
Follow-up & Feedback

A number of points must be made if this model is to
conform to the reality of problem solving by managers and
address the relevance of computer-based tools.

. as managers rise in the organization the proportion of
problems which are "chosen" (that is, the manager is
involved in an proactive situation rather than a
reactive one) also rises.

. shortcuts are often taken in the process either because
a phase can be omitted or because a phase is simplified
through the application of an heuristic.

. the process is iterative in that, at any phase, it may

become apparent that a previous stage will have to be
revised or repeated.
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. "define and describe the problem" implies aspects such
as source, intensity, complexity and degree of
understanding.

. 1s the set of alternatives continuous or discrete?

. the "best" alternative can be chosen based on numerous
parameters (e.g., economic, legal, social, moral, ease
of implementation, incrementalism or organizational
politics).

. solutions can come in many forms (given, required,
custom-made or ad hoc).

. as the manager rises in the organization the guidelines
for solutions available will diminish and the number of
interactions required to reach an acceptable solution
will increase.

This model supported this research in three ways.
First, it served to subdivide large, sometimes vague and
complex processes into more manageable (and discussable)
units, or tasks. Its second use was to encourage
communication between researcher and subject by providing
a set of common terms. Finally, it served to link simple
computer-based tools to specific aspects of the process,
including the modifications made as problems are actually
solved.

There are a number of decision process models which
go beyond this normative model by including the
individual as a variable. Those most useful in this

research are described briefly below.

Economic man (the Rational Actor)

In examining the way in which the American government
responded to the Cuban missile crisis, Allison [1971]
demonstrated that the decision making process in
organizations operates on three levels: the rational
level, the organizational process level and the political
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level. The Rational Actor Model assumes that the
organization acts as a directed unit gathering and
analyzing data in a logical and complete way ("economic
man"). The resulting action is the most probable and
reasonable result of such analysis.

The basic concepts behind models of rational action
include: translating goals and objectives into rational
payoffs; developing a complete set of alternatives;
measuring the consequences of each alternative in terms
of the payoffs defined earlier; and choosing objectively
the alternative that maximizes the pay off for the
"unitary" decision maker.

This model is the simplest of the "human oriented"
models and most closely approximates the way in which
computer-based tools operate. But, unfortunately, it is
also the least realistic in terms of the way human
problem solvers operate. In fact, this dichotomy
underlies much of this research project.

Organizational process

Allison's Organizational Process model recognizes a
number of limitations on the preceding model. They all
relate to the impossibility and, from the organization's
point of view, the undesirability of a complete search
either in terms of alternatives or consequences.

Cyert and March [l963] described a similar concept in
which problem solving was seen as the outcome of
relationships among internal coalitions, each with its

own goals and priorities. The resolution of a problem,
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and even the approach used, result from negotiations
among these entities.

Allison describes decisions in this model as "outputs
of an organizational process". It more closely refledts
the reality in most organizations of the combination of
standard operating procedures, traditions, bargaining
activity and external forces than does the preceding one.
But, conversely, to what extent can computers become part
of,‘and improve, this weakly structured process?
Muddling through

An approach to problem recognition and resolution
related to the organizational process model has been
offered.by a number of writers including Lindblom [1959]
and Janis and Mann [1977]. They describe a decision
process rooted in the nature of large organizations.
"Incrementalism" or "the art of muddling through" implies
that, when a situation arises requiring a change in
policy, policy makers in governments and large
organizations generally consider a very narrow range of
policy alternatives that differ to only a small degree
from the existing policy. Also "Ends are chosen that are
appropriate to available or nearly available means."
[Janis & Mann, 1977, pg. 34] Although the term "muddling
through" evokes images of confusion, timidity or incom-
petence, they view it as the method by which societal
decision making bodies, acting as coalitions of interest
groups, can arrive at compromises. Related issues for

this research are: to what extent do middle and senior
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managers actually use this process? In what aspects of
"muddling through" could CBIS be useful? How?

Political process

Allison's Political model is a more subtle model of
organizational decision making, difficult to structure
and, therefore, to computerize. Managers are seen as
players in a game in which negotiation among many groups
leads to an outcome. Bargaining takes place along
regularized circuits among managers positioned
hierarchically within the organization. Differences in
roles, responsibilities, perceptions and priorities among
players focusing on slightly different facets of a
complex issue may permit each player to expect that
someone else will do what was required. "Where you stand
depends on where you sit."

Based on this political metaphor, Allison suggests an
number of sources of power, some of which relate to the
use of information systems by managers: control of scarce
resources; the use of organizational structure, rules and
regulations; control of decision processes; control of
knowledge and information; the ability to cope with
ﬁncertainty; and the control of technology.

From a research point'of view the question is: how
can a CBIS be used to improve organizational decision
making in each paradigm? Traditionally, developers of
CBIS have worked primarily on the basis of the rational
model of decision making in organizations. Whether or not

this assumption is valid at the lower (and even middle)
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levels of an organization it is certainly unlikely to be
relevant in most situations faced at the levels of
management of interest to this research.

O'Brien's model

A final model which supported this investigation and
understanding of the actual problem solving processes
used by managers was that of O'Brien [1988] who
recognized that all data processing, whether by humans or
CB1S, performs five basic functions - input, processing,
output, storage and control. From the point of view of
the researcher this model was applied in two stages. The
first was identifying the ways the decision maker
performed each of these functions at each step of the
decision process and the second stage was defining how a
CBIS could support each of these functions at each stage.

4.5.3 Optimising/satisficing & heuristics

The goals of the decision maker in a given situation
are important constraints on the model he will adopt and
the processes he will use to deal with that situation.
March and Simon distinguish between optimal and
satisfactory results to a problem situation:

"An alternative is optimal if: (1) there exists a
set of criteria that permits all alternatives to
be compared and, and (2) the alternative in
question is preferred, by these criteria, to all
other alternatives. An alternative is
satisfactory if: (1) there exists a set of
criteria that describes minimally satisfactory
alternatives, and (2) the alternative in question
meets or exceeds all these criteria. [1958, pg.
140]
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Simon has argued convincingly that the satisficing
approach to problem solving fits the limited information
processing capabilities of human beings.

"The capacity of the human mind for formulating and
solving complex problems is very small compared

with the size of the problems whose solution is

required for objectively rational behaviour in

the real world-or even for a reasonable

approximation to such objective rationality."

[1957, pg. 198]

That is, decision makers constantly resort to gross
simplifications when dealing with complex decision
problems. Morgan expanded on this by arguing that

"people (a) usually have to act on the basis of

incomplete information about possible courses of

action and their consequences, (b) are able to
explore only a limited number of alternatives
relating to any given decision, and (c) are

unable to attach accurate values to outcomes."

[1985, pg. 81]

He goes on to support Simon's contention that
organizations can never be perfectly rational because all
of their non-programmed problem solving is done by human
beings whose problem solving ability is limited.

An important concept related to satisficing and
bounded rationality is that of the heuristic. This is
simply a guideline, rule-of-thumb. ritual, model or any
other device used by a decision maker to avoid a complete
enumeration search or the use of a complex optimising
mathematical model. In a seminal work on individual
decision making, Taylor gave the following definitions of
algorithm and heuristic:

"An algorithm is a process for solving a problem

which guarantees a solution to a problem in a

finite number of steps if the problem has a
solution ... A heuristic is a process for solving
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a problem which may aid in solution, but offers
no guarantee of doing so." [1965, pg. 73]

Almost all computer-based information systems in use
in organizations today are based oﬁ algorithms. If
managers are to be supported in solving Simon's ill-
structured problems software based on heuristics (and the
flexibility and user friendliness fhat implies) will have
to be developed. It remains to be seen, however, whether
managers feel that are well served at the simple
algorithmic level. If not, then the highest benefit for
an investment in CBIS for managers will still be in the

traditional data processing methods.

4.6 Information and problem solving

A term that is used frequently throughout this report
and which is, in fact, a driving force of this research,
is "information". The word itself comes from the Latin
"informare" - to give shape to - but what does it mean as
it is applied in this research?

Luce and Raiffa [1957], among others, described three
level of knowledge. Certainty is the rare situation in
which the decision maker knows not only what possible -
states of nature he is facing but which of them will
actually occur. Risk is the situation in which the states
of nature are known but only probabilistic data on the
relative chance of occurrence is available while
uncertainty is the situation in which the decision maker
has no reason to believe that any state of nature is more

likely than any other and, in fact, may not have a good
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idea of which states of nature may occur or what alterna-
tive strategies are available.

Since, in the normative problem solving situation, it
is always best to be in a state of certainty a manager
will attempt to move from a state of uncertainty to one
of risk and from risk to certainty. In operational terms
information is whatever moves one closer to certainty.

Is more information always better? There are three
aspects to this which are of interest in this research.
The first is the concept of information economics. How
much of its resources should a firm be willing to spend
to gather more information in relation to a specific
problem? For example, McDonough [1963] points out that
the Law of Diminishing Returns applies to information
just as it does to any other corporate resource.

It is essential to keep in mind that the cost and
value of information, unlike those of a specific product
or service, is subjective. This means that at some point
someone has to decide that enough information has been
collected by at least imputing a cost and a benefit to
further effort. How this is done in different
organizations or different types of organizations is one
issue addressed (indirectly) by this research. How well
is this done now? How would the use of computers by
senior managers affect it?

Related to the question of valuing information is
that of valuing effort. For example, in a direct test of

the impact of accessability and quality of information on
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information source use, O'Reilly [1982] found that,
although decision makers recognized sources of high
quality, they used sources that provided lower quality
information but were more accessible. He explains this in
terms of the costs involved in obtaining information from
the better quality but less accessible sources. Time
constraints and organizational rules may also have been
factors. Given such explicit recognition of a trade off,
can the computer improve quality and accessability at
little or no cost?

The second problem in terms of "more information" is
that, as one ascends the organizétional hierarchy, one is
faced by more and more problems for'which no amount of
search can ever move one to a point of certainty. How
successful are managers at recognizing that and dealing
with it? Related to this is the question of how useful a
computer-based information system can be supporting these
less and less clear cut situations.

A third possible problem with information is
"information overload". Miller [1960, pg. 697] has
suggested that the individual may use one or more of
several "adjustment mechanisms" when confronted with an
over abundance of information:

(a) omission - temporary non-processing of information;
(b) error - processing incorrect information, which may
allow the system to return to normal processing

afterwards;
(c) queuing - delaying the response during a period of

high overlap of information input in the expectation
that he can catch up during a 1lull;
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(d) filtering - neglecting to process certain categories
of information;

(e) cutting categories of discrimination - responding in
a general way to the input but with less precision
than would be done at lower input rates:;

(f) employing multiple channels ~ processing information
through two or more parallel channels simultaneously;
and

(g) escaping from the task.

Can Miller's "adjustment mechanisms" be computerized or

avoided through computerization?

Finally, what does information "look like"? That is,
what are its relevant characteristics? Fuglseth and
Stabell [1985] summarized the characteristics that
normative literature had implied were important:
localization (internal or external); institutionalization
(formal‘or informal); periodicity (regular or irregular):;
accessibility (comes regularly or has to be ordered):;
frequency of use; scope; level of aggregation; time
perspective (historical or toward the future); actuality
(current or o0ld) and accuracy. An important issue which
emerged as this research proceeded was the effect that

managers perceived that the computer had on these

characteristics.

4.7 Decision making in groups

Although independent decisions do exist even at
relatively high levels of the organization, it is more
likely that a decision will be made in an "interdepen-

dent" situation (see the section on Group tasks above).
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That is, the manager will have to coordinate some or all
phases with other parts of the organization.

A general but useful definition of a decision group
is that given by DeSanctis and Gallupe:

"a decision-making group can be defined as two or
more people who are jointly responsible for

detecting a problem, elaborating on the nature of

the problem, generating possible solutions,

evaluating potential solutions, or formulating

strategies for implementing solutions." [1987,

Pg. 590]

It is important to recognize that group work
(primarily meetings) meets two needs. Task needs are
those directly related to getting the job done while
sociél needs deal with process iésﬁes such as tension
release and solidarity (e.g. Bales [1950]; Blake and
Moulton [1964]). Although computer-based tools are likely
to be valuable in dealing with the first need the second
is more likely to militate against their use.

The group decision has the advantage of being able to
bring a collection of specialists' skills to bear on a
problem but the disadvantage of requiring a possibly
complex process to deal with each aspect of that problem.
Eden [1990] describes that as the multiplicative effect
of Process times Content. Can computer support reduce the
effect of such complexity?

This research was interested in how, how much and why
all (or any subset of) managers in each organization used

- or did not use ~ computers to support any aspect of the

group decision process.
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4.8 Decision making and computer-based tools

What can computers do to actually help managers deal
more effectively with the types of problems they face on
an individual or group basis? In terms of the
relationship between the individual, CBIS and the process
of solving problems Zmud pointed out more than a decade
ago that:

"The variations in cognitive behaviours
attributable to individual differences as well as
the documented limitations inherent to human
information processing and decision behaviours
provide ample opportunities for designers to
provide MIS that extend the decision making
capabilities of organizational members. Although
some research in this direction has been pursued,
much remains unknown about how to best support
the individual decision maker throughout the
entire decision process: problem finding, problem
structuring, solution generation, analysis and
choice. Past studies have primarily addressed
issues on information presentation. Future
studies would benefit from the adoption of a
decision support system, rather than an
information system, perspective." [1979, pg. 974]

Bahl and Hunt [op. cit.], in an article discussing
the problems of designing DSS for a variety of problem
solving probesses, summarized much of the past
discussions of "models of choice" into four classes:

1. Type R Models - These are the basic rational models
described by March and Simon [op. cit.] as optimising.
This class of models sees a problem situation as
having four basic characteristics: (a) "simple"
information processing requirements; (b) complete
capability to perform the required data processing
task; (c) static and determinate conditions of action
and (d) the possibility of optimum solutions.

These models see organizational level decision making as

either linear aggregates of separate individual decisions

or the action of a single "leader" decision maker.
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Clearly, these choice models are the most amenable to
computer support and, in fact, this is the assumption
behind most existing computer systems in organizations.

2. Type B Models - these are "bounded rational" models
which are R type models qualified by the assumption of
systemic uncertainty, including ambiguity about the
problems themselves. They describe two types of B
choice models. Sub-type Bl models are the classic
Simon models which assume a decision maker who is
confronted with complex information and who has
limited capacities for processing it. Sub-type B2
models go even further and assume also that the
decision maker is systematically biased due to
personal characteristics, social context and so on.

This type of choice model implies an orientation to the
individual decision maker and requires a different type
of computer tool than the data and process oriented R
model.

3. Type F Models -~ These go beyond the type R or type B
models in that they consider the context of the
decision as an inherent part of the model. Choices are
subject to evaluation on pluralistic standards which
include explicitly political as well as technical
criteria.

Bahl and Hunt point out that this type of choice model is

"programmable" only at the very general level of helping

a manager or a group gather data - the evaluation remains

a human activity.

4. Type N Models - in this class are included all choice
models which are "frankly non-rational. They ...
conceive of decision making as subject only to post
hoc analysis and non-determinative rationalization of
prior action." [op. cit, pg. 85]

They suggest that computer support can only provide

limited environmental scanning in support of this class

of decision making.
Most existing CBIS fall within the R model while the

types of processing that this research is most interested
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in investigating falls under the Bl and B2 classifica-

tions. This model was useful in the research because it

helped structure data on existing applications, on
enhancements desired by managers and on the types of
tools that could meet needs that are, as yet, unsupported
by computer-based tools. For example, many managers are
interested in more or better R type tools and few showed
understanding of, or interest in, type F tools.

To heip inject more rationality or, at least, more
structure, into problem solving there are a number of
types of support a CBIS can pfovide to a decision maker
at the process level:

1. it can serve as a supplement to the decision maker.
This may consist of helping him get (or stay)
organized or helping him remember, organize data or
try out alternatives.

2. it can serve as a control on the decision maker,
providing feedback (which may lead to further decision
making) or it can have, imbedded within it, boundaries
and constraints which will guide him.

3. it can prod the decision maker. For instance, Hedberg
and Jonsson [1978] recommend the design of "semi-

confusing" information systems to help overcome
inertia.

4. it can teach the decision maker. Tools such as expert
systems can embody decision models and experience from
the decision maker's predecessors and other points
within or outside the organization.

4.9 Conclusion

This chapter has examined the concepts of the
organizational function, the task, the activity and the

nature of problems dealt with by managers to develop a

coherent description and a better understanding of what
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managers actually do, what forces act on them and how
CBIS might relate to their jobs.

The preceding theory and concepts demonstrate that,
unlike clerical level work, management has aspects that
will continue to restrict the nature and extent of
computer support. The characteristics of the problems
faced; the sources and structure of information; the need
for multiple types of communication; the "non-rational”
aspects of the organizational decision process and the
psychological limitations of individual managers will all

contribute to this.
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Computer-based Information Systems and Individual
Managers

This chapter begins with a brief description of
the types of computer resources available to
organizations today. It goes on to discuss the
evolution and current status of the main
classes of applications used in modern
organizations, stressing thelr effect on the
individual user. Methods of developing
computer-based applications, particularly as
they relate to managers, are reviewed and the
factors behind the relationships between user
managers and the central computer resource are
discussed briefly.

The goal of this chapter is the evaluation
of the relationships between the concepts and
practices of the MIS field and the actions and
intentions of the manager/users interviewed.

5.1 Introduction

A key factor in analyzing the manager's use of,

attitude toward and intentions for computer-based tools

must be the tools themselves. During the past twenty

years organizations have been bombarded by rapid changes

in the computer field. Among those that have had the

strongest effect on managers are:

the rapid drop in the cost of hardware along with
concomitant increases in power and accessability:

the creation and rapid evolution of microcomputers:;
increases in the variety, abilities, "user
friendliness", and speed of acquisition of software
along with a rapid drop in its cost:;

the development of languages which allow the non-
technical user to access or even create data and
reports;

the accessability and flexibility of data files through
database management systems; and

the creation of extensive, inexpensive and accessible
telecommunications networks.

This final chapter of the theory section examines the

topic which ties together the organization, its

environment, individual managers and their jobs in terms

of the goals of this research. Because the topic of
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computer resources is far too extensive to be dealt with
completely a set of issues felt to be most relevant to
this research are discussed below. These are: the élasses
of resources available to modern organizations; the types
of applications found in most organizations; the methods
which can be used to develop or enhance such
applications; and the relationships between user/managers

and the organization's central computing resource.

5.2 Resources available

Although the computing resources available to
managers in organizations vary widely, they must perform
the full range of functions described by, among others,
O'Brien [1988]: taking data in from the system's environ-
ment; storing those data efficiently; processing new or
stored data; producing output for managers in a usable
format; communicating with users and/or other systems
and, finally, providing some level of control over all of
these activities. To perform these functions all computer
applications use a mix of six types of resources:
hardware, software, telecommunications, data, procedures
and personnell.
5.2.1 Hardware

Traditionally, three classes of computers have been
discussed in terms of use by organizations: mainframes,
minicomputers and microcomputers. But, from the point of

view of users, this can be simplified to two groups.

!The resources available to each organization which took
part in this research are described in Appendix II.
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Central computers, usually mainframes or minicomputers,
are those under control of a formal, central group such
as "the computer centre". All six organizations examined
in this research had such a central facility although the
size and quality of the central computing resource
varied.

The second hardware resource for user/managers is
microcomputers. These were located in the users' area of
responsibility or were used by technical specialists in,
for example, Finance or Engineering to support other
functions. The process for acquiring them varied widely
from organization to organization as did the types and
intensity of use.

5.2.2 Software
Software is the generic term for all computer
programs which are running, in this study, on either the
central computing facility or on a "local" computer. It
also has two main classes.
system software - includes all the programs which reside
in the computer to ensure smooth operation of the
system. An example is DOS (the Disk Operating System)
in IBM-type microcomputers. Because this is, or should
be, transparent to managers it was not discussed
explicitly in this research.

application software - includes all the programs which
actually "do the work" for the organization. For most
managers this is the only type of programming that they
are concerned about.

5.2.3 Telecommunications

Telecommunications is a combination of hardware and

software which allows one piece of hardware to send data

and instructions to another. It may be as simple as a
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terminal connected to the central computer in one room or
as sophisticated as a computer in Nova Scotia
transmitting data at high speed over a common carrier
network to a computer in Singapore.

5.2.4 Data

This aspect of the organization's computer resources
includes all data stored on a computer or in a form that
can be readily accessed by a computer (e.g., bar codes).
For many years data on specific aspects of the
organization were stored in separate files on the central
computer. For example, a manufacturing firm might have a
payroll file, an inventory file énd a customer file,
among others. Many organizations, including all of those
examined in this research, still store most or all of
their data in this type of file. The separate nature of
the files contributes to control but makes integration
and creativity difficult, particularly for non-technical
users.

During the last twenty years a type of system
software known as Database Management Systems-(DBMS) has
been acquired by many larger companies. Ideally, this
allows the data from previously separate files to be
blended into one large database, eliminating redundant
data, increasing data validity and allowing easier access
to data by non-technical users. The cost is measured not
only in dollars but in administrative overhead and slower

processing of data.
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5.2.5 Procedures

This refers to all of the practices within the
organization which have to do with acquiring or using the
computer resource. They range from written policies and
procedures concerning acquisition of a microcomputer to a
technical description of how to access a specific file.
Some organizations have thousands of procedures while
others have very few. In some organizations they are
clearly codified and written down while in others they
have the form and force of folklore.

As the research proceeded it became clear that this
aspect of the computing resource is considered important
by many managers. The existence (or non-existence), the
form and the enforcement of procedures concerning many
aspects of CBIS can affect not only current use but also
intentions and attitudes.

5.2.6 People

This aspect of the computer resource can also be
divided into two groups.
managers - this group was both the most indirect aspect

of the computing resource and the primary focus of this
research. In fact, this research could be summarized as
an investigation of whether these people were really
part of the computing resource and, if so, how were
they linked to it and how should they have been linked?
support personnel - this class of personnel was, for most
of the history of computing, located near the computer,
emerging to provide service to users when it became
necessary. They include systems analysts, systems
designers, application programmers, system programmers
and computer operators.
As the users in departments or divisions served by
the central facility have become more sophisticated
concerning computers a second type of resource person

has evolved. These are specialists who work directly
with a subset of the organization. These may be
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employees in a particular function such as Accounting
who have taken an interest in computing and have
gradually become the recognized "specialist" in that
area or they may be computer staff who have moved out
into a user area for some reason.

A third type of non-central resource was a group of
technical staff who were dedicated to dealing with
users in general, particularly for training or to
support their use of microcomputers (they are usually
located in an Information Centre).

5.3 Classes of applications

Because the users' point of view is based on
applications rather than any specific aspect of
technology, the development of computer use in
organizations through the yeafs will be described in
those terms. Different "clusters" of applications have

evolved over the years and are described below.

5.3.1 Transaction Processing Systems (TPS)

Looking back over the history of computers in
organizations it can be readily seen that they, 1like
their human users, began at the lower levels of the
organization and worked their way up. Transaction
Processing Systems (TPS), the earliest class of
applications, are intended to perform simple "cost
reduction" and "clerical replacement" functions. Such
applications process high volumes of clearly defined
transactions, store data in massive independent files,
perform limited processing and produce voluminous lists
of activity detail. In such applications the users are
basically suppliers of specifications and input documents
and consumers of output (of sometimes questionable

value). Considering the relatively large investment a
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firm makes in such systems it was not surprising that
efficiency and cost reduction were key criteria in
choosing both hardware and applications.

From a management perspective the key issue in the
adoption of a transaction processing system is
efficiency. Does this tool allow the organization to do
more work with the same resources (or the same work with
fewer resources)? For a tool aimed at high volume, well
structured tasks usually encountered at the lower levels
of the organization (such as A/P or customer billing)
such evaluation is relatively trivial - and the results
are usually positive. |

Even at the middle and senior levels of management
involved in this project this basic class of applications
proved to be a major concern and related more directly to
their jobs than had been thought.

5.3.2 Management Information Systems (MIS)

The second class of applications to evolve in
organizations was management information systems (MIS)
which are intended to help managers at middle levels of
organizations control short to medium term
responsibilities by producing reports based on the files
gathered in related TPS. According to Simon:

"There is no single, definite description of just
what a management information system is. The phrase
has to be understood sociologically rather than
technically. In the early sixties, as more and more
computers were introduced into companies for
accounting purposes (i.e., mainly for score-carding
and attention directing uses), an interest arose in

putting the information produced by these systems to
other management uses. The management information
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system, as typically conceived, was a byproduct of
the availability of information gathered initially
for other purposes. The design of management
information systems most often began with asking what
could be done with the information that was already
there, not with asking what decisions were being
made, and what information would be helpful in making
them." [1977, pg. 126]

This growing use of the computer by managers was not
without its problems, however, as demonstrated by
Ackoff's observations on "management misinformation
systems" discussed in Chapter 1.

It is important to point out that, although MIS do
use the data, the processing techniques and the manage-
ment concepts of the earlier transaction processing
systems (TPS), efficiency, the underlying goal of those
early applications, is not the driving force behind MIS.
The measurement of MIS success in organizational terms is
effectiveness - does use of the MIS actually make it more
likely that a manager would be able to achieve the
organizational goals for which he is responsible? It was
this aspect of MIS that was of primary interest in this
research. B
5.3.3 Decision Support Systems (DSS)

In organizations today the only classes of
applications that have gained wide acceptance and general
use are the two just described - TPS and MIS. But a
third, decision support systems or DSS, has developed
beyond the conceptual stage over the last dozen years. As
has been mentioned, the original interest of this project

was the use of this class of CBIS by middle and senior

managers. Because of lack of a basis for that work, the
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approach has changed to a broader set of issues but an
interest in DSS in the research has been maintained by
focusing, as much as possible, on the less structured
aspects of managers' tasks and activities.

The function of information within an organization is
the reduction of uncertainty and the role of any
computer-based information system is to deliver that
information. In the most basic sense of the phrase all
CBISs. and, in fact, all organizational information
systems are "decision support systems" in that they are
intended to assist one or more people at some point in an
organization to make a more informed and, therefore,
better decision. The development of DSS has occurred as a
result of the recognition that there was an entire class
of organizational decisions that were supported weakly,
if at all, by TPS and MIS.

Kottemann and Remus, discussing the relationship
among managers, problems, processes and DSS, suggested
that:

"One, if not the primary, goal of DSS is to help

decision makers bring structure to ill-structured

decisions. This structuring applies not only to

the decision problem itself , but also,

implicitly or explicitly, to the decision making

process. A DSS provides normative support to the

extent to which it provides predefined structures

for decision problems and for the decision making

process."”" [1987, pg. 135]

Scott Morton [1971] first described this class of
models. What he called Management Decision Systems were

to be interactive, realtime applications used by the

managers themselves to solve ill structured problems.

117



Over the last twenty years a number of conceptual models
of DSS have evolved from this.

Keen and Scott Morton developed what has become the
basic definition of a DSS. They claim that a DSS implies
the use of computers to:

"l. Assist managers in their decision processes in
semistructured tasks.

2. Support, rather than replace, managerial
Jjudgement.

3. Improve the effectiveness of decision making
rather than the efficiency." [1978, pg. 1]

Based on this they compared MIS and DSS. MIS were
described as focusing on structured, organization wide
tasks, intended to improve efficiency through control and
only indirectly supporting managerial decision making.
DSS were described as useful in decisions where there is
sufficient structure for computer and analytical aids but
where the manager's judgement is essential, intended to
improve individual effectiveness and operating under the
control of the manager. This model, with its operational
approach, has been particularly useful in guiding this
research. The distinction between efficiency and
effectiveness; the focus on support and the individuality
of the application were all points raised in the
interviews.

Huff has pointed out a fundamental difference between
the more sophisticated types of tools implied by the term
DSS and earlier applications:

"DSS are inherently discretionary systems - a
manager or staff assistant may choose not to use

a DSS in solving a problem if the DSS, for
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whatever reason, is not perceived to be of
value." [1985, pg. 2]

This means that, for CBIS intended for middle and senior
managers the decisions concerning éppropriateness and
effectiveness will depend not only on the problems and
specific activities being supported but, to a great
extent, on characteristics of the individual such as
experience, training and even bias.

The popularity of the DSS concept among theoreticians
and academics is based on a number of assumptions:

. There is a class of organizational problems
identifiable as "semistructured" or "semiprogrammed".

. That such a class of problems, if it exists, is
amenable to computerized solution or support.

. That the types of managers who are faced with these
problems have the time and/or the interest to use or
even develop a computer based support tool.

. That the technology exists to develop such tools and
that it can be applied effectively to the class of
problem faced by a manager.

. That such tools would be cost effective in the sense
of producing "better" decisions regarding
semistructured problems.

. That having managers personally use CBIS to support
problem solving is the most appropriate way to use the -
tools and the manager's time.

Determining the extent to which these factors were
reflected in the reality of managers' activity was
another goal of this research.

5.3.4 Group Decision Support Systems

A common characteristic of the problem solving done
by the managers who took part in this research was that
most is actually done in groups. Because of this it is
useful to examine briefly the concepts behind group °
decision support systems (GDSS).

DeSanctis and Gallupe state that GDSS are intended:
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"to improve the process of group decision making by
removing common communication barriers, providing
techniques for structuring decision analysis, and
systematically directing the pattern, timing, or
content of discussion." [1987, pg. 589]

They go on to describe three levels of GDSS:

"Level 1 GDSSs provide technical features aimed at
removing common communication barriers, such as
large screens for instantaneous display of ideas,
voting solicitation and compilation, anonymous
input of ideas and preferences, and electronic
message exchange between members [of the group]l".
[ibid, pg. 593]

Techniques they believe could be appropriate for

organizations using a Level 1 GDSS include, networked
computer terminals, scheduled electronic meetings and
general electronic mail and providing "mock agendas"”.

"Level 2 GDSSs provide decision modelling and group
decision techniques aimed at reducing uncertainty
and "noise" that occur in the group's decision
process." [ibid, pg. 593]

Techniques propose for this level include planning models
such as PERT, utility and probability assessment models
and an automated Delphi model.
"Level 3 GDSSs are characterized by machine-induced
group communication patterns and can include
expert advice in the selecting and arranging of
rules to be applied during a meeting." [ibid, pg.
594]
They suggest that tools in such a GDSS should include
Automated Roberts Rules of Order, automated facility for
rule selection and application and an "automated
counsellor".

All of the tools suggested for a Level 1 GDSS are
available in the market so the limitation on use of such

an aid is administrative. But it is important to point
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refusing to use GDSS - it remains to be proven that such
tools are cost efficient or effective management tools.
Level 2 and level 3 GDSS are still concepts since, in
addition to the cost and effectiveness issues, the
problem of creation and use of some of the tools them-
selves remains.

DeSanctis and Gallupe also point out a number of
other reasons why "we are prohibited from constructing an
architecture suitable for all group decision support
situations, even within a given GDSS level" [ibid, pg.
595].

"There is considerable variation in information
exchange patterns across groups and generalized
stages of decision making cannot be empirically
verified... There is little conclusive knowledge
regarding how structure can be added to a group's
decision process to yield better decision
making...[where tools exist] the problem becomes
selecting among many models or techniques to

build into a system." [ibid, pg. 595]

In a recent collection of theory and research
articles on GDSS Eden [1990] concluded that, in
successful group decision support systems the key factors
were: one or more fulltime facilitators (consultants);
the use of traditional media such as flip charts and
blackboards (computer-based tools were neither common or
sophisticated); and that GDSS are primarily successful in
supporting small, specialized groups. Again, not strong
support for the development, or acquisition of, complex

computer-based tools to support group decision making in

the organization.
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Since GDSS is the newest and most complex form of DSS
it is not surprising that few examples of succgssful
"real world" applications exist. However, the concépt was
useful in this research for three reasons. First, it
forced an evaluation of what technologies were in place
in each organization which could be used as part of a
GDSS. Second, it focused part of the data analysis on the
degree and type of group problem solving activity in each
organization and, finally, it forced consideration of the
relevance (and the possibility of actually using) of the
various levels of GDSS as solutions to problems in each
organization. |

5.3.5 Expert Systems (ES)

To develop an expert system one or more technical
staff members work with one or more "experts" within an
organization; extract their knowledge, understanding and
reasoning processes concerning their area of expertise;
and then build it into a computer model.

"An expert system makes use of expertise that has
been gathered from a human expert about how to

solve a specific problem or set of problems. The

potential benefits of such systems range from the

distribution and omnipresence of expertise to the
formalization and preservation of an

organization's reasoning knowledge." [Holsapple &

Whinston, 1987, pg. 3]

Newquist [1987, pg. 173] suggests five operational
reasons why a company would go to the trouble to develop
an expert system:

1. To preserve knowledge that might be lost through

retirement, resignation or death of the company's
acknowledged expert in any field.
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2. To "clone" an expert mechanically so that his
knowledge can be disseminated.

3. To store information in an active form - a knowledge
base - rather than a passive one - a textbook or a
manual.

4. To give novices an aid that will help them think the
way more experienced professional do.

5. To create a mechanism that is not subject to human
failings like fatigue and can hold up in positions
where information must flow constantly.

Although none of the organizations which took part in
this research have any expert systems in place the
concept was useful in the research. The extent of each
ménager's familiarity with this class of CBIS was
examined and observations were ﬁade concerning the
potential for Expert Systems in a number of areas of each
organizations given the types of problems dealt with, the
tasks and the activities required and the attitude of the

managers.

5.3.6 Executive Information Systems (EIS)

Basically this term seems to be a marketing concept
more than a computing tool. It includes any application
which is to be used directly by a senior manager to
acquire and evaluate information. EIS seem to include
telecommunications (electronic mail or voice mail); a
local spreadsheet; a word processing function; some way
of accessing remote files; a "file conversion" module;
and graphics capability. The sources and validity of the
data, the specific tools to be used to process it, the
telecommunications and hardware involved and even the

presentation techniques are still vague.
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Although the classes of applications available to
organizations and to managers have been discussed
separately there is, in fact, significant overlap among

them as is shown in Figure 5-1.

Figure 5-1: The classes of applications

MIS EIS

ES

DSS

TPS

GDSS

5.4 Developing Applications

There are a growing number of methods for creating
new or enhanced business applications available to
organizations and to individual managers, each having its
advantages and disadvantages, but there remain two main
sources for‘most_organizations: doing it "in-house" or
having it provided by an outside source.

5.4.1 In-house development

The system development life cycle

The SDLC method of developing applications has been
uséd by organizations since the 1950s and consists of a
step by step creation of an entire application from
system analysis to training the users. It can take years
to complete, involve large development teams, cost

millions and is the most remote from all levels of users,
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including managers. It is still in use but, in a rapidly
changing world with more and more good packages
available, is less and less likely to meet the
information or budget needs of managers.

Managers must be familiar with this development
approach for two reasons. First, many, if not most, CBIS
that affect them and their people were developed in house
at some time in the past. The reliability of these
systems; their relevance in changing situations and their
lack of flexibility are all problems that middle and
senior managers may have to deal with. Second, some
specialized applications must still be created using the
"system development life cycle" in-house. Long waits,
"disappearing staff or projects", poor documentation,
rigid processing and difficult alterations are examples
of the problems that can occur when this technique is
used.

Prototyping

Prototyping is an alternative approach to developing
applications in-house that does not require the multi-
year schedules and multi-million dollar budgets of the
"systems development life cycle". A simple, "bare bones"
version of an application is developed, used by the
relevant people and then modified and/or expanded
according to their needs. Rather than laying out the
structure and processing of an entire application years
before it will be implemented, prototyping deals with the

organizational reality of changing goals, constraints and
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even people. It is an iterative approach which will
eventually lead to a complete and up to date model of the
application.

End user computing

End user computing is a term that has achieved
acceptance both in MIS research and by managers during
the past decade and it was one of the "assumptions" on
which this research was originally based. It is a catch
all term and includes program creation using procedural
languages such as COBOL or Basic; general packages such
as Lotus 1-2-3; specific packages such as AccPac
(accounting); fourth generation languages and report
writers.

Fourth generation languages

This term was raised by managers a number of times in
discussions of end user computing. 4GLs are intended to
be used by non-technical staff to write programs, create
reports and access files. Because they require a lot of
computing power they are normally installed on the
central facility and can be used through terminals.
Managers at two of the sites in this research reported
having available, but not using, a 4GL.

Report writers

A report writer is a software package which allows
users to access files not contained in the package so
that records can be queried and reports created. They are
particularly useful in situations in which users must

access separate files stored on a central computer. They
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require some technical preparation and training but are
easier and faster to use than traditional procedural
languages such as COBOL. Again, managers at a number of
the sites investigated reported having a report writer
available but none was using it.

5.4.2 External sources

Two external sources are available to most
organizations.

OQutside experts

This can range from advice on a specific problem to
creation of one or more computer programs through
performing the complete SDLC and turning the finished
product over to the organization. Because it fell outside
the goals of this research it was pursued only when
raised by a manager.

Packages

This is the most common and, generally, the fastest
way to create a application for an organization or for
any sub-unit. A computer package is a set of "pre-
written" programs that an organization buys from an
outside source. They are not written for that
organization but for the general market. The general
nature of a package means that it will contain some
modules (functions) that the organization does not want
and is missing some that it would like to have. On the
other hand it usually implies good testing and adequate

documentation. Depending on the size and quality of the
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package the supplier may provide training and even
customize the programs for the purchaser. ‘

Packages actually fall within both the internai and
external sources since they are often modified within the
organization or used to develop other applications.
Managers are usually concerned with not only the
abilities of the package but also with the process of
acquiring and installing it and, of course, the require-
ments of using it. This was a topic raised by almost

every manager who took part in the project.

5.5 The relationship with the computer centre

A final, but important topic relating to the
manager's use of, and attitudes toward, computer-based
tools is his relationship with the components of the
traditional central resource.

As Nolan [1973] proposed almost twenty years ago the
use of CBIS in organizations and sub-units passes through
stages. Huff, Munro and Martin [1988] have suggested that
there are sfageswwithin stages. For example, once an
organization or department has reached the stage of end
user computing they will pass through stages in that
activity ranging from "isolation" to "distributed
integration".

Managers at advanced stages of "contagion" are more
likely to be able to communicate with the staff in the
computer centre but are also likely to make complex
demands on them. They would be more aware of what they do

not have, be willing to do more themselves and to look to
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other sources for support. On the other hand, managers in
areas still struggling at the simpler stages of computer
support are more likely to require hand holding and
traditional applications and could resent the areas with
more sophisticated resources and support. Not only did
the organizations in this project demonstrate range of
these stages of sophistication but variations were
apparent within organizations as well.

All organizations face restrictions on their assets
and, since computing can be capital intensive, it is
offen a source of friction. The definition of what
resources will be allowed, the a&ailability of those
resources, their allocation, their methods of use and the
training and support that should go with them can all
cause problems between users and technical staff. Most
large organizations, including three which took part in
this research, have attempted to deal with this set of
problems through a corporate-wide allocation committee
which includes both users and technical management. But,
as this research showed, success at smoothing the
relationship between users and suppliers of computer
support has been limited.

Lederer and Mendelow [1987] investigated this issue
from the computer centre manager's point of view and
found that they identified a number of communication
issues including: management lacks IS understanding; top
management fails to communicate its objectives in IS

terms; IS and operational managers have different
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interpretations of objectives; computer staff are viewed
as "techies"; line management is intimidated by IS
technology:; and the request by IS management for the line
manager's objectives can apparently be seen as
threatening.

Clearly the ongoing problems between users and the

computer centre staff are a "two way street".

5.6 Summary

The relationship between managers and the computer(s)
in their organization has many facets. The simplest is
that of resources, which were either available or not and
which could be delivered in many different ways.

The second is defined by applications. Two classes of
applications (transaction processing systems and
management information systems) have been identified
which exist in all firms and three (decision support
systems, expert systems and executive support systems)
which exist in a few firms.

Another"releyant aspect of the relationship between
user and tool was the way the application is created
(traditional use of the system development life cycle,
prototyping, end user computing, buying packages or a
combination of these).

The final topic evaluated was the ongoing
communication problems between user managers and the

management and staff of the central computer resource.
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SECTION III - Developing a Methodology & Process

This section presents theory and prior research
underlying the choice of a reseafch approach, specific
research methods and tools and a process which would meet
the goals of this project and it explains those chosen.

It begins with a brief overview of the main classes
of research methodologies available and discusses their
applicability to this project. The set of methods and
tools actually used are described and their choice is
explained. The process by which they were applied is also
outlined.

This section is intended to ensure that the reader
understands the methods used to gather the data reported
in the following section and that the data analysis,
findings and conclusions are grounded in a unified

framework of methodology, tools and techniques.
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Developing a Methodology, Tools and Process for the
Research

This chapter discusses the methodologies
available for research in MIS and describes the
actual method, tools and research process
chosen to achieve the goals described in
Chapter 1.

6.1 Introduction

Chapter 1 outlined the descriptive and analytical
goals of this research; discussed the need to focus on
managers operating in a complex context in order to
acquire the data needed to meet those goals; developed a
starting point for the research in terms of the
environment, 6rganizations, funcfions, tools and
individuals; and exam;ned the main computing issues to be
investigated in terms of past research in MIS.

In order for this research to deal successfully with
all of these factors it was necessary to develop an
approach which included and coordinated them and which
allowed the flexibility required by such a complicated
research situation. What methodologies, tools and
techniques are available and appropriate for a project
which begins without testable hypotheses or a firm set of
procedures and which must investigate not only
individuals bﬁt the entire context in which they work and

which must rely to a great extent on the perceptions of

these individuals rather than "hard data”"?
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6.2 Research methods

6.2.1 Classification of research methods

A number of researchers (e.g., Diesing [1972], Moore

[1983], Udy [1965]) have described sets of methodologies

and discussed the appropriateness of their use in a

variety of situations.

1.

The most specific methodology is the use of
Mathematical Models to determine, among other things,
whether all components of a situation have been
considered, what the most appropriate relationship
among them are and what the sensitivities of those
relationships are.

The next narrowest approach is the Laboratory
Experiment, in which a strictly limited subset of the
aspects of the system of interest are tested in a
carefully defined and controlled situation while the
great majority of the aspects of the situation of
interest are assumed away or held constant.

The Field Experiment is similar to the laboratory
experiment in that it focuses on a controlled set of
factors but (a) it takes place in the context of the
issues being investigated and (b) it takes into
consideration some aspects of that context.

The Survey method allows the researcher to examine
more complex situations than those which can be dealt
with in an experiment. Many more subjects can be
questioned, it can cover more material than most
experiments, it is simple to replicate and the data
can be evaluated using standard statistical models.
But it is inflexible and does not usually "dig behind"
the answers given.

The Field Study is the least specifically defined but
includes most forms of fieldwork such as observation,
comparative analysis and case development. This type
of research allows the scientist to follow the
development of a situation minute by minute and deal
directly with unexpected developments. Since the
observer is part of the situation his/her observations
and insights become part of the data.

The current level of understanding of the

relationships of senior managers with computers, and the

causes of these, precludes the use of such narrow and
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specific approaches as the first three. As yet, we have
only a limited understanding of the factors at work and
their relative strengths and interactions. |
Diesing [op. cit.] observed that, for the social
scientist, the survey method holds a number of advantages
over the experimental method, including the ability to
deal with complex subject matter, the substitution of
statistical controls for experimental ones, the ability
to combine with other methods and the growing formality
within the survey field. But the survey is still a
superficial approach to a set of issues for which aspects
as basic as a common vocabulary‘are not established. Our
lack of understanding of fundamentals would make it
difficult to know if we are asking the right questions.
Scott [1965] points out two factors that must be
considered when undertaking research in organizations.
The first is that subjects functioning in organizations
are bound together in a common network of relations.
Second, members of organizations share a common set of
values and norms. These points are important to this
research because they can affect the role the manager
plays, the relationships he develops and the type of data
to which he is given access. Any narrow method of study
will distort or assume away at least part of this context
so that only some type of field work will deal with all

the factors of interest.
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6.2.2 The ethnographic methodology
Wilson, discussing the ethnographic methodology

applied to research into education, makes a number of
points relevant to the behaviour of managers in context
at the heart of this research.

"Ethnographic techniques are part of a research
tradition that has been developed by
anthropologists and community study sociologists.
These methods have been found to be useful for
gathering certain important kinds of data; in
fact, some researchers claim that these
anthropological techniques may gather information
about human behaviour that is impossible to
obtain by the more quantitative methods." [1977,
pPg. 246]

He suggests that this is caused by two factors. The
first is the ecological perspective:

"Many social scientists believe that human
behaviour is significantly influenced by the
settings in which it occurs. They, therefore,
believe that it is essential to study
psychological events in natural settings, and
they claim that settings generate regularities in
behaviour that often transcend differences among
individuals...How does the setting influence
people in it? [ibid, pg. 247]

The second factor which Wilson feels supports the
ethnographié point of view is phenomenology:

"Those who work within this tradition assert that
social scientists cannot understand human
behaviour without understanding the framework
within which the subjects interpret their
thoughts, feelings and actions. They point out
that the natural science approach to objectivity
requires the researcher to impose a priori
limitations on the data, an act which makes it
difficult to discover the perspectives of the
subjects." [ibid, pg. 249]

6.2.3 The participant/observer method

The most common method for applying the ethnographic

methodology is the participant/observer method, which was
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also developed by anthropologists and whose primary
subject matter is a single, self-maintained system.
Diesing sees this data gathering method as intended:

"to describe the organization in its individuality,

as a system of rules, goals, values, techniques,

defense of boundary-maintaining mechanisms,

exchange of boundary-crossing mechanisms,

socialization procedures and decision

procedures." [op. cit., pp. 5-6]

The participant/observer method requires that the
researcher spend most of the data gather phase working at
the managers' sites but, since that is where the data for
this research are to be found, that can be a benefit
rather than a difficulty of this method.

6.2.4 The case study & comparative analysis

Moore [op. cit.] subdivides research approaches used
by investigators into more specific classifications than
those of Diesing but adds one that is complementary to
Diesing's "participant/observer" method - the comparative
case study. The case study helps focus the
participant/observer method by looking at a specific real
world situafion,_identifying the problems faced by the
group or individual, the situational factors which relate
to those problems, the alternative solutions available
and the solution which best solves the problems in that
context.

This case method can be taken a step further by using
comparative analysis of organizations in which the same
(or similar) problems are examined in a variety of

situations. The goal of a comparative, case-based

approach is to develop a model of commonalities and
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differences in the solutions and to define the causes of

those commonalities and differences. Udy, discussing this
technique, captures succinctly an approach which appeared
to be relevant to this project:

"On any given level it is possible to distinguish a
case study, which describes something in detail by
analyzing the configuration of its parts, and a
comparative analysis properly so called, which seeks
generalizations about something by studying several
instances of it... The writer thus conceives a
'comparative analysis of organizations' to be any
attempt to establish general principles about
organizations from the study of more than one
organization at once." [1965, pg. 679]

6.2.5 The approach chosen

More than thirty years ago Dean, Eichorn and Dean
[1955] suggested fifteen advantages of qualitative
research in general. Those most relevant to this research
situation are:

1. observation and interviewing are appropriate for non
standardized data whereas more structured methods

have problems with this.

2. the problem can be structured as the researcher
proceeds.

3. the researcher can modify his categories almost
continuously to make them fit better.

4. the researcher can select informants who can prov1de
better data as the research progresses.

5. the researcher absorbs valuable information as the
research progresses and so can modify his approach.

6. the researcher can move between data gathering and
analysis.

Based on these points and the preceding discussion,
the ethnographic methodology was chosen to deal with this
relatively unexplored aspect of MIS research. Its lack of

structure and formality is more than offset by the
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flexibility and open-ended relationship to those being
investigated. More specifically the participant-observer
approach was used to do a comparative case analysis of a
body of middle and senior managers working in five
functions in six unrelated'qrganizations to develop an
framework (model) of their use of CBIS, their intentions
concerning them and the causes of both.

6.2.6 Research methods in CBI1S

Traditionally, research into the use of CBIS in
organizations has used narrow methods such as laboratory
studies and surveys so, as a last step before actually
applying this methodology, it waé necessary to ensure
that these participant/observer and comparative case
study methods could prove acceptable to other researchers
in the MIS field.

Van Horne [1973] developed a taxonomy of research
methods used in the MIS field - case studies, field
studies, field experiments and laboratory tests while
Keen [1974] and Gibson [1975] have proposed that the
participant-observer method is also appropriate for MIS
research. Benbasat [1983] feels that useful research into
computer-based support tools falls into three classes:
setting independent studies (surveys): studies in natural
behavioral settings (case studies, comparative analysis,
field studies, field experiments) and studies in
contrived settings (lab experiments).

Based on a taxonomy of research methods developed by

Hamilton and Ives [1982] which consists of case studies,
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surveys, field tests, experiments and non-empirical
methodologies, Farhoomand [1986] reviewed MIS research
articles in six leading journals publishing MIS research.
He divided the articles into three periods: 1977-79:;
1980-82 and 1983-85 and found that field experiments
consistently represented about 3% of research; lab
experiments varied between three and five$%; surveys were
relatively stable over the period at about 22%; case
studies grew from about 22 to 25% and non-empirical
methods fell from 55 to 35% of reported research.

Benbasat, Goldstein and Mead report a growing
dissatisfaction with the types of research information
provided by quantitative techniques_for a number of
reasons including the complexity of multivariate research
methods, the large sample sizes these methods dictate and
the difficulty in interpreting the results of such
studies. Benbasat et. al. looked at the use of case
studies in MIS research. They began by defining a case
study as:

"[a methodology which] examines a phenomenon in its

natural setting, employing multiple methods of

data collection from one or a few entities

(people, groups or organizations). The boundaries

of the phenomenon are not evident at the outset

of the research and no experimental control or

manipulation is used." [1987, pg. 370]

They suggest three advantages of the case study
method: the researcher can study information systems in a
natural setting, learn about the state of the art and

generate theories from practice; the case method allows

the researcher to answer "how and "why" questions, that
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- is, to understand the nature and complexity of the
process taking place; and a case study is an appropriate
technique to study an area in which few previous sfudies
have been carried out.

On the other hand Lee [1989] has suggested a number
of potential problems that a researcher must guard
against with this method. These are: the ability to make
controlled observations without being overwhelmed by
"confounding influences"; the difficulty of making
controlled deductions from the data provided; allowing
for replicability; and allowing for generalizability. One
of the main goals of the research methodology used in
this research is to bring enough structure to the case
methodology to avoid, or minimize, these problems.

Finally, Bariff and Ginzberg specifically addressed
the participant observer approach from the point of view
of MIS research:

"Both participant observation and the use of

selected informants represent potentially useful

IS research methods. The typical in-depth,

longitudinal study is a productive strategy for

an MIS researcher to adopt for collecting rich,

process-type data during descriptive studies.”

[1982, pg. 21]

Clearly acceptance of the empirical approach,
particularly case studies and field work, is growing in
the MIS field as the increasing complexity of research

issues is recognized and there was no convincing argument

against using the methods chosen above.
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6.3 Gathering the data - tools & techniques

Once the methodology had been chosen the issue
became: what tools and techniques are most appropriate
for gathering data in a participant/observer situation
developing a set of comparative case studies? Three rules
were used to choose the data gathering tools and
techniques for this research. The most obvious is that
they had to actually cover all aspects of the research: a
focus on the individual; consideration of the context,
including at least the five possible sources of effect
déscribed in Chapter 1; considering all of the MIS issues
also described in Chapter 1 and ﬁseful in achieving the
goals of the research. The second rule was based on the
need for flexibility in the research. Any tools or
techniques chosen must allow for changes in "direction"
and for iteration. The final rule was the requirement for
"triangulation". Tools and techniques must not only
complement each other but must allow for the findings:
based on one tool to be tested by one or more others.
Based on these guidelines the following set of tools and
techniques were chosen and applied through the data
gathering phase of tﬁe project.
6.3.1 The Interview Guide

Although a strongly structured questionnaire would
not have been appropriate as the only data gathering tool
in an ethnographic project, there was enough definition
of the situation (based on the beginning framework and

issues defined in Chapter 1) to use a set of questions as
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an introduction and‘"path finding device". Because of
this a core tool in the data gathering phase was the
Interview Guide administered in a series of one hour
interviews with the managers takihg part in the research.

This instrument began as a brief questionnaire
consisting of a few structured and a few open ended
questions but grew iteratively in response to feedback
from managers and the researcher's observations. This
"evolution" has had three effects on the data gathered by
this tool.

The first is that they are not, in some cases, "well
organized" in the sense that quéstions relating to the
same topic appear in different parts of the Guide. This
is because, as a question or question set arose, it was
added to the end of the Interview Guide as it then
existed.

Second, not all data gathered were used. As the
project developed, it became clear that it was necessary
to focus on certain aspects of the managers' situations
and ignore others if an in depth analysis was.to be
achieved. Many of the data not used in this thesis will
be used in other projects or will lead to further re-
search in other directions.

The third effect was that not all managers
interviewed answered exactly the same set of questions,
particularly in the early stages of the interview
process. The differences were minimal and, where it was

possible, Any changes were covered during the next
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meeting. Although the evolving contents of the interviews
led to some complications from the researcher's end it
was also one of the most interesting and challenging
aspects of this project.

The questions on the Interview Guide covered all five
aspects of the beginning framework described in Section
1.5 and were of three types. The first was the
traditional short answer question such as "What is the
title of your position?" or "How many years have you
worked here?". Questions with a limited set of answers
which could be coded were also part of this first type.
For'éxample, all answers to "Highest level of formal
education completed?" fell into one of the following
classes:

- High school

- Technical school

- Some university
University degree

- Some graduate study

- Graduate degree
- Other

NourbkhwNhoe
|

The other two types of questions emerged as the
interview process continued. The second, which
constituted the majority by the end of the data gathering
process, were open ended questions such as "With what
groups, organizations or individuals does your position
require that you work or communicate?" or "What signif-
icant problems do you foresee in the use of computers in
your area of respdnsibility in the coming two to three

years?"
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The third type of question, which also emerged as the

interviews progressed, was the most structured, requiring

answers in either Likert scale! or Agree/Disagree form.

The questions for each topic came from the researcher's

experience as an analyst and consultant, from points

raised in the literature or, in most cases, from

suggestions from the managers themselves. Space was left

at the end of each set of questions for managers to add

any topics they felt were missing and relevant. Few did.

were:

1.
2.
3.
4.
5.
6.
7.
8.
9.

The topics for which data were gathered in this way

Problems related to the use of CBIS in the manager's
area of responsibility.

Factors affecting the use of computer-based tools in
the manager's area.

The manager's preferred communication (input &
output) methods.

The individual's reasons for his limited direct use
of CBIS.

The proportion of his time spent on specific
activities.

The impact of characteristics of the organization on
the use of CBIS.

The impact of characteristics of the manager's area
of responsibility (function) on their use of CBIS.
The impact of characteristics of a task that make it
appropriate for computerization.

The manager's preferred characteristics of a
computer-based tool.

All of these question sets can be seen in Appendix II

and are discussed in Chapters 7 through 11.

There are two ranges of values in the Likert scales in
Appendix II - the researcher used a 1 to 6 range but
managers required a 0 on the scales they completed.
Before statistical analysis was applied all the answer
sets ranging from 1 to 6 were "shifted" to a 0 to 5 range
to ensure that all means and ranges were directly
comparable.

143



6.3.2 The Myers-Briggs Type Inventory

Three classes of data concerning individual managers
emerged as relevant to this research. The first,
demographics, was quite straightforward and the factors
of interest (age, education, etc.) were elicited through
direct questions and examination of documents. The
second, beliefs and attitudes of the individuals, was
elicited through both opened ended and structured
questions on the Interview Guide as well as a number of
the other techniques described below.including interviews
with other managers and the researcher's observations.
The third type of data on the in&ividual was some
classification of his personality - as it might affect
his use of CBIS.

Rather than attempt to gather this psychographic data
"from scratch" most researchers use a standardized set of
questions and prepared analysis. A number of these are
available including the embedded figures test (EFT), the
PF-16 and the Myers-Briggs Type Indicator.

After discussing all of these tools, and others, with
experienced researchers in sociology, psychology and
education it was decided, for two reasons, to use the
MBTI as described in Briggs Myers and McCaulley [1985].
The first reason was that it measures in a relevant form
a number of characteristics of the individual which are
of interest in this research (such as the preferred

method of analyzing data).
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The second reason the MBTI was chosen was its history
in management research. For example Er, discusging the
validity of personality characteristics as they reiate to
management activity, noted that: "For measuring cognitive
style it is generally agreed that the Myers-Briggs Type
Indicator (MBTI) satisfies that predictive validity
property." [1988, pg. 359]

Mitroff and Kilmann used the MBTI in a content
analysis of managers' stories about their ideal organiza-
tions and reported:

"[There is} a remarkable and very strong similarity

between the stories of those individuals who have

the same personality type (e.g., ST) and there is

a remarkable and very strong difference between

the stories of the four personality types [ST,

SF,NT and NF]." [1976, pg. 193]

Liang, in an award winning investigation of critical
success factors of decision support systems, proposed
that a key independent variable in the "success" of a DSS
is the cognitive style of the user. He used the MBTI as
the instrument to classify a manager's cognitive style
because "Alfhougp there are some other instruments
available the MBTI has been extensively used and has been
recommended as the best one available for measuring
cognitive types in MIS research." [1986, pg. 7]

The MBTI uses a set of "either/or" questions to place
each person on four scales: the E/I (extraversion/intro-
version) scale describes the person's preferred way of
dealing with the external world (people, things and
events); the S/N (sensing/intuition) scale captures the

person's process of perception - how they prefer to
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gather data; the T/F (thinking/feeling) scale describes
their process of judgement - how they prefer to process
data and, finally, the J/P (judging/perceiving) scale
captures their overall style of dealing with the outside
world - whether they generally prefer structure or
flexibility in life.

In the MBTI each person is described in terms of
where they fall on all four scales. Since he will be on
one side or another of each of the four scales there are
sixteen (2‘) possible combinations (or personality types)
such as ESTJ or INTP.?

This research focused on thrée aspects of the
individual personality as reported by the MBTI: Does the
manager report a preference for judging (J) or for
perceiving (P)? Is the manager an extraverted (E) type or
an introverted (I) type? Finally, this research looked at
each manager's preferred manner of gathering data
(Sensation vs. Intuition) and of processing data
(Thinking vs. Feeling). The main interest was in the
existence, the strength and the direction of cause and
effect relationships between these personality factors
and a manager's current and intended use of CBIS. Not
only can the managers' personality types be related to
their use and intentions concerning CBIS but they can be

included in multivariate analysis with the organization,

See Appendix III for a description of the characteristics
of the four scales defined by the MBTI and the four
approaches to data gathering and analysis (ST, SF, NT and
NF)
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their function and other possible causes of observed and
reported types of use.
6.3.3 Interviews with other employees

In addition to the fifty "core" managers three other
types of employees were interviewed. Whenever possible,
at least one hour was spent with the superior of each
manager taking part in the project. This was intended to
provide a sense of the corporate view of each manager's
formal position; the tasks he was expected to perform and
the problems and issues considered to be part of his
"domain of responsibility".

The second type of employeeAinterviewed in this
aspect of the research was "local support staff". In a
number of cases managers made comments such as "well, Jim
(or Jane) looks after creating [computer] reports in this
department. You'd have to talk to him (or her)." In some
cases these interviews went well beyond technical topics
because it became clear how little a specific manager
actually understood about the uses and limits of
computing for his domain of responsibility --and how much
power this could give the "specialist".

The third type of employee which provided support to
the "core interviews" were the computer people in each
organization who had any responsibility for the computing
support of a manager's area. In some cases this was
general (e.g., maintenance) while in others the support

was very specific (e.g., a Systems Analyst who had been
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working for eighteen months on a new application for a
personnel group).

Although the goals in interviewing all these
"ancillary" groups were well defined, the interviews
themselves were unstructured and each took on a life of
its own. Their value ranged from insightful to useless,
depending on the interviewee's relevance and attitude.
The data gathered from these sources are recorded in
Appendix I.

6.3.4 Other question sets

In addition to the Interview Guide two other sets of
structured questions were adminiétered within each
organization. The first concerned the organization itself
and investigated such factors as its relationship to its
environment; the nature of the industry; the firm's |
position; the age, size and style of the firm; its
internal structure; the evolution and its use of
computers; its driving force and culture; and the locus
of decision making.

The second set of questions addressed directly the
specifics of computing within each organization and was
used fo structure interviews with computer staff (and, in
some cases, technical people within user areas). It
focused on technical specifics such as types and location
of hardware, packages available and training provided to
the managers in the firm. Examples of both sets can be

found in Appendix II.
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6.3.5 The use/attitude worksheet

An important set of data were those concerning the
relationship between the manager's beliefs and attitudes
concerning CBIS and his current use of CBIS and his
intentions concerning them over the next two or three
years. Some questions in the interviews dealt directly
with these but to get a better sense of differences
between his organizational function and himself and to
identify contradictions a more complex method was used.

After the interviews with a manager were completed
the entire Interview Guide was reviewed and a brief
"worksheet" was completed for that manager. On this
worksheet current use of computer-based tools, attitude
toward them and intentions concerning them were ranked on
a scale of 0 to 5 for both the function he performed and
for his personal use, resulting in six scales. (An
example of this tool can also be found in Appendix II.)
6.3.6 The researcher's observations

Another aspect of the data gathering (perhaps most
closely related to the participant factor) was the
researcher's own observations. These were used to guide
the development of the research but they also became part
of the data analyzed. Observations on a number of topics
including the technology in the manager's office; his
apparent comfort with technology; his relationships with
peers and subordinates; his use of reference material
(hard copy, human or online); his propensity to "multi

track" and his apparent attitude toward the project and
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toward computers were recorded on an open-ended
worksheet.

Some observations, however, were more subtle. For
example, a number of managers expressed a desire to do
more data analysis but they also explained that they had
some degree of unhappiness with the data currently
available. Put together, these two comments show a gap
between the reality of data available and the managers'
wish to be more active.

6.3.7 Review of documentation

Examination of internal and external documentation
(e.g., organization charts and ahnual reports), although
limited, in some cases provided a upderstanding of the
context in which the manager operated, the constraints on
activity and the results expected by the organization.
This not only provided support for interviews and
observation but some guidance in the preparation of

questions.

6.4 Rnalyzing the data - tools & techniques

Because the thrust of this research was theory
development (or theory integration) rather than the
testing of existing theory much of the data collected was
qualitative and unstructured in nature. The major issues
faced in the analysis were the volume of these non-
numeric data and the concomitant complexity of the
analysis required.

A qualitative approach, in a project of this size,

produces thousands of answers, questions and
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observations. The advantage to such voluminous data is
more distinct clustering of characteristics 1e§ding to
hypotheses and even theories. The disadvantage is fhe
time and care required to organize and evaluate all those
data.

The qualitative analysis was, as much as possible
supported by the application of statistical tools to the
numeric data available but the primary data analysis
technique used was protocol analysis. Overall the data
analysis phase of the project consisted of three aspects:
dealing with the qualitative, non-numeric data; choosing
and berforming relevant statistiéal tests on the
quantitative data and integrating the data which emerged
from these techniques.

6.4.1 Protocol analysis & Grounded Theory

Protocol analysis, discussed by, among others, Todd
and Benbasat [1987], Bouwman [1983] and Ericcson and
Simon [1984], is the most common technique for gathering
verbal data and observations and classifying these data
into clusfers of topics, hypotheses and even theories.

As useful as it can be, protocol analysis has been
criticized. For example, Ungson, Braunstein and Hall
[1981] have pointed out that problems can arise through
self censorship of the reporting subject; the
questionable relatipnship between the actual process or
issue and the protocol description; the instability of
protocols over time; their lack of generalizability:; and

the lack of reliability of the interpretations made by
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judges. Rather than negate the value of the technique
such criticism reminds the researcher to look for
missing, ambiguous or conflicting data and to use
complementary techniques wherever possible.

Glaser and Strauss [1967] and Glaser [1978] developed
an approach to protocol analysis in social science
research which they called Grounded Theory. Their
technique is based on accumulation of empirical data from
observations. The data are coded and analyzed through
various stages of generality (property, category,
hypothesis) into a social theory. As Glaser put it:

"Grounded Theory is based on the systematic
generating of theory from data, that itself is
systematically obtained from social research ...

How the analyst enters the field to collect the

data, his method of collection and codification

of the data, his integration of the categories,
generating memos, and constructing theory - the
full continuum of both the processes of

generating theory and of social research - are

all guided and integrated by the emerging

theory." [1978, pg. 2]

Lyles and Mitroff, working in the management area,
outlined the actual process of using Grounded Theory.

"Grounded theory is a process for conducting
research that attempts to start with an initial.
guide to collecting and verifying data but allows
the researcher to be aware of other contingencies
that will affect the original hypotheses. Hence
the theory is grounded on the data but not

rigidly bound to it and the researcher can go

beyond the original research plan and original

theory." [1980, pg. 104]

The comparative analysis described earlier in this
chapter is also an important factor in Grounded Theory.
Glaser and Strauss [op. cit., pg. 23] suggest that

comparative analysis performs at least one of four
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functions: replicating earlier evidence to check out
whether it was correct; to establish the generality of a
fact; verifying existing theory and generating new
theory. It is the last that is the focus of this research
although the other three functions are subsumed in that
main goal.

Glaser [1978] points out that, in the development of
Grounded Theory, the theory does not "appear" - it
"emerges". This means that the researcher has to be, at
all times, prepared to recognize and develop a new
classification or, more commonly, to revise an existing
classification as relevant data émerge. This requires
great care, creativity and flexibility on the part of the
researcher. The application of Grounded Theory was much
more complicated and time consuming than was envisioned
at the outset of this project but was invaluable in
shaping what would have been an unmanageable mass of non-
numeric data.

6.4.2 Statistical analysis

The second aspect of the data analysis was the
statistical evaluation of the managers' responses to the
sets of structured questions listed in 6.3.1. The topics
(such as "reasons for limited use of CBIS") were not
investigated for their own sake - the point is their
possible effect on a manager's current use, attitudes or
intentions.

Since both the use of structured question sets and

the contents of each set grew empirically out of the
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interview process no formal tests (e.g., pre-test, pilot
study, content validity, construct® validity, factorial
validity, convergent validity, discriminant validity or
internal validity) were applied. However, Straub [1989]
surveyed 117 MIS research papers in three leading
journals and found that, in these articles the number of
researchers who had applied the various types of
instrumentation categories were: pretest -13%; pilot
study - 6%; previously utilized instrument - 17%; content
validity tests - 4%; construct validity tests - 14% and
tests of instrument reliability - 17%. So the approach
used in this project, although, not technically rigorous,
reflects the level of rigour common in MIS research.

The second issue of validity is that of the
statistical conclusions drawn from the results. Do the
variables demonstrate relationships not explainable by
chance or by some other standard of comparison. This, in
turn, depends on the types of tests applied to those data
and the evaluation of the test results. Siegel and
Castellan, in a basic work on statistics for the
behavioral sciences, suggest that nonparametric models
are more appropriate than parametric analysis for most
social science applications for a number of reasons:

"they do not assume that the scores under analysis

were drawn from a population distributed in a

certain way, e.g., from a normally distributed
population... nonparametric techniques may be

A simple definition of construct comes from Cronbach and
Meehl: "A construct is some postulated attribute of
people, assumed to be reflected in test performance."
[1955, pg. 283]
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used with scores which are not exact in any

numerical sense, but which in effect are simply

ranks ... A third advantage of these techniques

is their computational simplicity ... A final

advantage of the nonparametric test is their

usefulness with small samples, a feature which
should be useful to the researcher collecting

pilot study data and to the . researcher whose

samples must be small because of their very

nature." [1988, pg. xv]

Because the responses to the question sets
administered to the managers meet all of these
characteristics three nonparametric tests were used to
analyze the quantifiable data. The lack of testing of the
question sets led to the use of the Kruskal-Wallis test
rather than the more powerful F test version of ANOVA to
compare specific groups to the sample as a whole. When
interest was on the relationship between two factors (for
example between personality type and function) the Chi
Square test was used while Fisher's exact probability
test was used for questions whose answers were binary and
in which many samples were small.

In addition, simple correlation and multiple linear
regression'Were used where appropriate, particularly when
correlation among managers' answers and the relationships
among possible causes of those answers were of interest.
6.4.3 Integrating the data

The final phase of the data analysis stage was the
integration and organization of the qualitative data

developed using Grounded Theory and the numerical data

derived from the use of the statistical test described.
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The grounded theory data were used to evaluate the
framework laid out in Chapter 1 and, where relevant, to
modify it. The statistical data were used to further
evaluate the points of the framework and relevance of the
characteristics of each but were also used, when
possible, to investigate the relationships among the
points in the framework - particularly the relative

étrengths of any links.

6.5 The process

The final aspect of preparing to undertake the
project was the development of a process which would
allow the ethnographic methodology, the partici-
pant/observer and comparative case analysis approaches
and the specific data gathering and data analysis tools
and techniques described above to work together to
achieve the goals of the project.

6.5.1 Data gathering

The core of the process chosen was the face-to-face
interview. Each consisted of the researcher and one of
the managers taking part in the research, lasted
approximately one hour and took place at the manager's
work site. The interviews were driven by the Interview
Guide which served to structure the interview, coordinate
questions among interviews and record all responses,
comments and observations.

Early interviews focused on gathering traditional,
well structured data on the organization, the individual,

the job and the tools available and but also served two

156



other purposes. They allowed the manager to become
comfortable with the researcher and the interv;ew content
and style and they provided insights which allowed the
addition of more subtle questions.

This multiple interview approach was particularly
valuable in light of Wilson's observation on research .
subjects:

"the role of being a research subject in social
science research often includes the following
influences on behaviour: a suspiciousness of the
intent of the research, a sense of the behaviour
that is either appropriate or expected, a special
interpersonal relationship with the researcher,
and a desire to be evaluated positively." [1977,
pg.248] '

By the second or third interview most managers spoke
to the researcher as though he were a member of the team
or a confidant.

Data gathering had two broad characteristics. First,
it was open-ended, flexible and iterative. Answers,
comments and observations that did not bear on the
current topic but appeared relevant were added to the
Guide in some form and applied to all other managers. For
example, the entire issue of data in the organization was
added to the project in this way. The second
characteristic was the use of the multiple data sources
described in 6.3.

The process began by focusing on the five possible

sources of influence on managers' use and intentions

concerning CBIS described in Chapter 1.
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The environment

Only when managers indicated that an organization
could be strongly and actively affected by its context
was the environment or the industry discussed. (The
telephone industry, in which member firms, in Canada at
least, are tightly linked both technically and
administratively, was an example of this.) These data are
described and discussed in Chapter 7.

The organization

The data collected on this aspect of the framework
was of two types. The most obvious was objective data
(such as size) described in chapter 1. The second type,
consisted of less well defined factors such as "attitude
toward technology" and "driving force", were categorized
as "corporate culture".

The data on the organization gathered from the "core"
interviews were supplemented by a series of meetings with
senior executives and key employees; by the researcher's
observations; and by perusal of internal and public
documents provided the data needed to classify each firm
on the dimensions of interest.

In addition to the factors outlined in Chapter 1
information on a number of topics emerged as the
interviews proceeded. These included: the level of
technology (current and trends); corporate training
practices; the driving force (personality, profit,
politics, bureaucratic process, etc.) and the locus of

decision making (centralized/decentralized). The data on
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each organization are reported in Appendix II and
discussed and analyzed in Chapter 7.

The individual manager

Because understanding which characteristics of the
manager affected his use of CBIS was essential this data
set was key to the project. Demographic factors such as
those outlined in Chapter 1 were the starting point in
understanding the individual but it soon expanded into
open ended topics such as their experience with
technology in their job, their beliefs and attitudes
concerning computing and many other such issues which
were relevant to the goals of this research.

The MBTI questionnaire was explained to each manager
at the end of the second interview and it and a self
addressed envelope were left with him. After it was
received from the manager his responses were evaluated
and the results were discussed with him in the next
interview.

In addition to the data gathered directly through
interviews, observations were an important source of data
on the managers. Topics such as internal contradictions,
the manager's work style and the equipment in his office
contributed to an understanding of the attitudes and
practices of the individual. All data on the individual
are presented and discussed in Chapter 8.

The job
Investigation of this aspect of the framework began

simply by examining the characteristics of the function
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the manager was responsible for in the organization.
Information on these was derived from organizational
charts, interviews with senior executives, interviews
with incumbents and with other employees.

Although these functions are, to a great extent,
dependent on the structure and nature of the organization
it was believed that commonalities (in terms of computer
use and attitudes) among functions such as Accounting
would be found across organizations.

But it soon became clear that a more specific
description of the manager's job would be necessary to
successfully link it to CBIS. Tﬁe first level of
subdivision was "tasks"‘. To structure and stimulate
discussion, each job was described in terms of six
classes of tasks: planning, controlling, coordinating,
decision making, advising and miscellaneous. In addition,
managers brought up tasks which they considered important
but which did not fall into any of these classes and so |
were recorded as comments.

This was the most dynamic of the "classifying" stages
since the same function often consisted of different sets
of tasks in different organizations and a task could be
described in a number of different ways. In fact, the
class of tasks called "advising" was not in the original

set while "communicating", which was, disappeared.

‘This actually began as Mintzberg's roles (4.3.2) but,
because many managers had difficulty with that concept, a
modification of Fayol's functions (4.3.1) was used
instead. This development process is discussed in Chapter
4.
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But even at this level the links between the job and
computer-based tools was obscure. A third, very narrow
description of the job was developed - a structured list
of the activities which could occupy his time. The
manager was asked to describe what proportion of his time
during an "average" month was spent on each of
approximately fifteen activities including; attending
group meetings, planning, working with a computer and
attending training sessions. The research interest was on
the relationship between the preponderant activities and
computer use (and intentions). Separate questions
investigated which of these acti&ities were supported at
the manager's level by computer tools, how such support
worked and where it came from ("my assistant", "the
finance guys", "I do it myself").

Finally, because managers have some control over both
what they do and how they do it the managers' perceptions
of the procedures used to define and to solve problems
related to their jobs was of interest. Goals,
constraints, activities and requirements of their problem
solving (decision making) were all included in these
data. All data bearing on these aspects of the manager's
job are discussed in Chapter 9.

Tools & support available to the manager

What hardware, software, telecommunications, data
files and human support are available in the organiza-
tion? What rules apply to use of this support by

individuals or functions? How does this relate to the
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"tool set" actually used by each manager? How does it
affect users' attitudes toward CBIS? The data for this
topic came from almost every source described in the
previous section. It was the most voluminous and the most
complex - but it also became the core of the findings and
conclusions. These data are reported and analyzed in
Chapter 10.

6.5.2 Data_analysis

The second stage of this process was analysis of the
data gathered on the organizations, the job, computer
support and the individual managers (which totalled more
than 2,100 pages - not including supporting documentation
such as job descriptions and annual‘reports). Because of
the shifting nature of the process not all of this was,
in the end, relevant but the majority had to be
organized, examined and evaluated.

The main technique used was Grounded Theory. All
Interview Guides were reread and answers, comments and
observations deemed relevant were written on file cards.
This process yielded almost 1,800 file cards. These were
separated according to topics, resorted and then sorted
again. After eight "passes" through the cards about 80
"clusters" of comments had evolved - each representing a
topic related to the research. Those considered to be
most relevant are reported in Chapters 7 through 10.

The structured questions produced ten sets of data on
topics bearing on the managers' actual use and on

relevant beliefs and attitudes. How could this much data
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possibly be analyzed to produce meaning observations,
conclusions and directions for more detailed sﬁudy? The
answers from all managers for each structured quesfion
were analyzed using the computer-based statistical
package SAS. A confidence level of .95 was used to define
significance of the results of all statistical analysis.
The types and amounts of data used for each of the
factors depended to some extent on what was available.
But since, in almost all cases, much more was available
than could be used it was driven more by the value of

each to the goals of this research.

6.6 Summary

This chapter has examined the limitations of
exploratory research and evaluated a set of research
methodologies and tools, ranging from laboratory
experiments to observation on site in order to choose and
validate those most appropriate for this research
project.

As a result, the ethnographic methodology using
participant/observer activity and comparative case
analysis was chosen. The tools and techniques used to
gather data were semi-structured interviews,
questionnaires, observation, and examination of corporate
documentation. Data analysis consisted primarily of
Grounded Theory analysis of qualitative data supported by
statistical analysis of a set of data based on structured

question sets which evolved as the process proceeded.
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The actual process by which these tools and
techniques were applied was dynamic in two ways. First,
it actually changed as suggestions or problems emerged
from interviews and early data analysis. Second, both the
data gathering and data analysis phases were iterative
and inter-related.

The data acquired using this methodology, these tools
and process are presented and discussed in Chapter 7
through 11 and the conclusions drawn from them are

described in Chapter 12.
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Section IV - Data, Analysis and Conclusions

This final section of the thesis presents and
discusses data from interviews with the fifty managers
who took part in this project plus supporting information
acquired from the other sources described in Chapter 6.

The main type of data found throughout this section
is the quotation or paraphrase of answers, comments or
questions which came from the managers themselves during
interviews. These are presented in a standardized format
which includes the words and the manager's identification
code. In most cases the manager's function and, where it
seemed appropriate for analysis, his MBTI personality
preference code have been included. For a few managers
the notation CB is added. This means that this manager
has a significant background in computing through work
experience, education or both. It was felt that this was
relevant because such a background gives a manager a
better (or at least different) point of view than
managers wifhout_such training or experience.

. We never use the computer around here. [A-44] [prod.]
[INTJ] [CB]

is a comment from manager 44 at site A. He works in
production and is an introvert/intuitive/thinking/judging
type who worked in the computer department for some
years.

Although grounded theory analysis has been the
primary technique used to develop clusters of ideas from
the data available, quantitative data are used where

available and meaningful. In some cases these data are
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Section IV - Data, Analysis and Conclusions

merely discussed as presented but in others they been
formally analyzed using a limited set of models: Kruskal-
Wallis; the Chi Square or Fisher's exact probability
test; simple correlation or multiple linear regression.
The confidence level chosen for all tests was .95 so when
a result is described as significant it is with

p<.05. When a result demonstrates an even stronger
statistical significance the probability (e.g., p<.01l) is
given.

Tables containing summaries of the raw data analyzed
in Chapters 7 through 10 are plaéed in the chapter
following the discussion of their contents. In Chapter 11
tables showing the results of correlation and MLR
analysis are placed after the analysis of their contents.

In the final chapter of this section conclusions are
drawn from the data and analysis presented in Chapters 7
through 11, limitations of the project are identified and
recommendations are made for future research or for

application of findings.
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The Effects of the Environment & the Organization

This chapter presents and discusses qualitative
(interview-based) and quantitative data linking
the organization's environment, the industry to
- which it belongs and the organization itself to
the individual manager's current use of CBIS
and to his intentions - for both himself and
his area of responsibility.
7.1 Introduction
Based on the starting framework and issues described
in Chapter 1 a series of questions was administered to
all fifty managers who took part in the project. The
answers to these were used to develop descriptions of the
firm's environment and industry, the basic
characteristics of the organization and aspects of the
"corporate culture" which managers felt affected their
current use of CBIS or their intentions concerning them.
The findings discussed below are based on a number of
sources: the managers' responses to a series of open-
ended questions and to a number of sets of structured

questions; points raised by the managers themselves; and

the researcher's observations.

7.2 The environment & the industry

The intensifying rate of change in our society has
become a cliéhe but for the managers who took part in
this research it is an everyday reality. A number of
points were raised by managers which indicated their
beliefs that some aspects of the environment of their
organization can, do or should affect their relationships

with computers. A corollary of this belief was that so
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far CBIS have done little to directly support managers
dealing with the dynamics of their environment.
7.2.1 Changes in corporate context and computing

A number of examples of how the context of an
organization changes through a mixture of external and
internal factors were demonstrated in this research. In
all cases it was apparent that the management information
systems in place were inadequate to support the type,
breadth and speed of response needed to deal with such
evolution.

Some changes at site A have been initiated by the
telephone company itself. These include deciding to sell
as well as rent equipment; dealing with new products such
as pagers, facsimile machines and cellular telephones and
providing more complex services to business customers.
But they have also been affected by the decisions of
regulators to open up a number of existing fields to
competition and to allow full competition in new fields
such as cellular telephones.

Managers at site A were finding that both the
internal and external changes were highlighting the
weaknesses in their management information system caused
by its focus on costs rather than on the environment.
They realized that a major change was taking place in
their relationships with old and new customers and with
previously non-existent competitors. The computer was
seen as an essential tool to support the needed changes.

. As our situation [environment] becomes less stable we
must do a lot more project type work and a lot more
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reacting. The computer must be made to help us plan,
coordinate, model, etc. in a much looser structure.
[A-11] [plan.] [CB] :

. We are now under attack out there in our market and we
feel that computers can help. For example, analyzing

customer and product strengths and weaknesses. [A-23]
[mark.]

. We have moved from renting equipment to selling it.
This has affected the whole firm... Now we have to
respond quickly with planning and control. Only the
computer can do it and that's not great now... In the
long run how we will manage data will determine how
well we will compete. We must get information to the
[customer] contact point. [A-25] [mark.]

. As competition heats up we must work smarter. Can the
computer help us do that? [A-26] [mark.]

. Competition is changing the way we computerize - volume
and detail is not enough any more. We have to analyze
and plan better and faster. Also we have to figure some
way to support our customers through our computers.
[A-30] [mark.]

Despite explicit questions none of these managers was
able to separate the need for enhanced operations support
from new or improved tactical and strategic planning
systems. But all are aware of the need for "better"
information and that the computer could provide it but
doesn't.

For many years Site E had only one significant client
- the Government of Canada. But recently two things'have
happened to change this. Without warning, the
Government's 1990 budget cut a program which represented
about 20% of the firm's sales. Not only had their
intelligence system failed to foresee this, but the
massive adjustments that had to be made very quickly were

poorly supported by planning or analysis on computers.

The perception was that a much improved ability to both
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scan the environment and plan for change must be

developed quickly and only some sort of computer system

will do that.

Even before the loss of that large contract Site E
had made a commitment to cutting down the proportion of
Government business (to about sixty percent from ninety).
Senior management were finding that this strategic
decision was pointing out significant weaknesses in their
information systems - particularly the ability to
calculate costs and define schedules. Although these were
pretty much irrelevant to the "cost plus" approach
preferred by the Government they had become essential to
deal successfully with the fixed cost contracts of
private aircraft and parts companies.

. When we had one large, patient customer [the
Government] our customer record keeping was O0.K. But as
we get more sophisticated we must move to "information
management" and "dynamic planning". With the limited
[computer] resources we have here I don't know how it
will happen. [E-20] [prod.]

Managers at site F (a brewery) recognized that,
although their industry is currently stable, there is the
potential for changes in the environment which would
demonstrate their serious lack of externally oriented
information.

. Right now our customer structure is very simple - the
N.S.L.C. [the Government liquor store monopoly] and
taverns and restaurants. If that changes (e.g., if
stores start selling beer) we will be in real trouble
vis-a-vis marketing "intelligence". [F-13] [mark.]

This V.P. of Marketing was concerned that the firm

had no existing capability to either model current sales

or to estimate the effects of changes such as direct
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sales to the public or sales to private beer retailers
(should they be permitted). But he was also concerned
with their apparent inability to develop such models.

In addition to the regulation of Site A the
government is also affecting all six organizations
through changes in laws. The most obvious example of this
is the recently imposed Equal Opportunity laws.

. Our Employee Equity Program was triggered by the Nova
Scotia Human Rights Commission. We signed an agreement
that our employees should reflect the population as a
whole. We have used this to push the organization to
finally allow us to acquire a full-blown human
resources package (CHRIS)! [A-20] [pers.]

. We have been trying to get personnel computerized since
1974. Finally new government laws forced the company to
get CHRIS. [A-22] [pers.]

. We are well up on the employment equity laws -
necessary because we depend on the government so much.
Right now we are loading their [the Government's] job
codes on a micro in Personnel so we can evaluate
everyone. I don't know if we will move it to the
central computer. [E-15] [pers.]

7.2.2 OQutside data sources

A more specific effect of the environment on some
managers was the need for, and the value of, data from
sources outside the organization.

. Our company is "plugged into" Bell Canada and Telecom
Canada for a number of functions - settlements, network
management and tactical coordination. [A-10] [plan.]
[CB]

. In terms of data the computer helps us connect to
outside sources [of data] we need including the Dow
Jones database, our pension managers and stock markets.
[A-12] [acct.]

. We [the Medical Director's office] use a number of

government files for statistics on health and on
hazardous materials. [A-18] [pers.]
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. We are connected to the inventory files of our largest
customer for ordering parts we use in repairs and for
general communication. [E-20] [prod.]

. Our marketing people get data from the Government's
inventory system for scheduling but I'm not sure if
it's online. [F-11] [acct.]

Because senior managers must often operate at the
interface between the organization and its environment
the ability to link with outside sources is important. It
is also important to note that the managers get this
information through their staff. No manager reported

direct personal contact with outside data files via

computer.

7.3 The organization

A number of characteristics of organizations were
discussed by managers, either in response to open ended
questions or because of a concern raised by a manager. In
addition, managers answered eight sets of structured
questions the answers to which are compared below among
the organizations.

7.3.1 Charaéteri;tics of the organization

As described in Chapter 1 the framework began by
defining a set of characteristics of the organizations
taking part in the research and then attempting to link
them to the use and intentions of managers in each
organization. The characteristics examined were: size;
age; location; physical structure; management structure;

financial situation; products/services produced; markets:
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competition; nature of the industry; form of ownership:;
driving force and computer tools and support availablel.

Because of the small sample size it was not possible
to determine which characteristics of the organization
affected the managers' attitudes foward, and use of, CBIS
but it was clear that there were differences among
organizations. For example managers at site A were the
most sophisticated about the current value and potential
of CBIS for managers but it was not clear whether this
was because they were the largest organization examined,
in the most technical industry, had the largest computer
staff, had an information centrev(none of the others do)
or some combination of these.

Table 7-6 outlines the perceptions of managers in each
organization about the strength of the effect of a set of
organizational characteristics on their use of CBIS. The
differences among the six sites is discussed below but
another datum emerged from the table. For the managers as
a whole, the three highest rated characteristics were:
size; products/services offered; and degree of evolution
(sophistication) while the lowest were management
structure and physical structure.

7.3.2 Corporate culture
Many of the managers' comments and answers to
questions about the organization raised points linking

the organization to their current and intended use of

Because it is a key to this research the topic of
computer tools and support available is presented as a
separate set of findings in Chapter 10.
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CBIS. Some links were direct (e.g. the computing budget
or the training provided) while others demonstrated a
more indirect effect, through their beliefs and attitudes
about the organization's values and priorities and,
therefore, about the value of current and intended use.
The managers in the six sites investigated did not,
represent a single model of corporate culture - even
within organizations managers expressed a range of
perceptions. However there was a consistent sense that
the corporate culture has a strong effect on both use of
computers by managers and their attitudes toward them.

Driving forces

One topic related to the corporate culture was that
of the driving forces behind activity in the organization
in general.

. Technology is the driving force in our industry
[telephones] but we don't seem to apply it much in
marketing - even in highly competitive areas. [A-26]
[mark.]

. We have almost no cost accounting in hospitals because
of the source of our money [the Government]. We would
have a lot more control if we had some sort of system.
[B-14] [acct.]

. Competition is not a driving force in the hospital
industry. Providing service and keeping costs low are.
We must shift from financial information to information
that supports these goals. [C-14] [acct.]

. Cost is the driving force in this university in terms
of computing like everything else. This is wrong.
[D-15] [prod.]

. The personality of our President and his intense focus
on the bottom line is the driving force behind
everything that happens in this organization. I know he
doesn't understand how computing can eat up "all that

money" but it will get worse before it gets better.
[E-17] [prod.]
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Corporate attitude toward management computing

A number of managers expressed concerns about another
specific aspect of their corporate culture - the attitude
of the organization toward computing for managers.

. The organization does seem to encourage the use of
computers but I guess its not our [materials
management] turn yet. [B-16] [prod.]

. Our system definitely does not provide adequate reports
to management. This is partly a function of our
strained computer resources and partly of our
management history. [C-14] [acct.]

. This firm does not encourage the creative use of
computers or provide us [senior management] with
adequate training. [E-12] [prod.]

. This company does not encourage the creative use of
computers. The employees drive it. [E-17] [prod.]

. The company must encourage use of terminals by all
managers (E-mail, etc.) or it doesn't mean anything.
[E-20] [prod.]

. The firm does not seem to encourage the creative use of
computers - especially by senior managers. Not only are
there no rewards (except words) but little allowance is
given for learning time even if I could get the
equipment. [F-11] [acct.] [CB]

Only managers at site A consistently felt that the
culture was supportive of computing for managers.
Management computer training

Another aspect of the corporate culture that is’
related to this research is the attitude of the
organization toward training and education; specifically
for senior managers. Did managers perceive a relationship
between the attitude of their organization toward

training and education and the level of their own

computer use?
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Most organizations offer some level of training.
However, even at site A, which had the most active and
extensive training program (an annual budget of more than
$3,000,000), senior managers rarely took part in the
training available. When asked about this directly
managers gave a number of reasons.

. The computer department does give a bit of training
(particularly on PCs) but it is optional and I, 1like
many people at my level, don't have time to attend.
[A-16] [acct.]

. We need more training for managers - most came up
before computers were spread out in departments. Time
is needed for both training and practice. But where
will it come from? [A-17] [acct.]

. We need more information and training about computers.
But also more time just to learn and try things out.
[A-18] [pers.]

. More time and more training is needed for managers
especially if we are expected (or allowed) to do things
ourselves. [B-15] [pers.]

. Training for both staff and managers is weak around
here. We still produce too much paper and go to too
many meetings. Maybe the computer could help. [C-13]
[pers.]

. We need more training for senior managers -
applications and computing in general. Some are
resisting change. Maybe that would help. [C-15] [prod.]

. We need good training programs for staff and managers.
[D-15] [prod.]

. We need more computer training for all staff but mainly
for senior management. But most of all we need time and
encouragement to learn. [E-16] [acct.]

. More training is needed for senior managers but right
now I'm not sure the attitude is there for some of
them. [F-11] [acct.] [CB]

Almost all managers believed that focused, perhaps
extensive, training would be necessary if they were to

use the computer directly and seriously. It was also made
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clear that such training was not available to them and

that, even if it were, their organization did not provide

incentives for them to get involved in it (in most cases
there was a perception of implied discouragement of such
involvement). It is also important to note that many
managers were not convinced that the type of direct use
implied by serious training was appropriate.

Corporate contradictions

Going beyond lack of training some managers expressed
concern about contradictions in the attitude of their
organization.

. The firm encourages the creative use of computers but
makes it hard to get PCs, training and time to use and
learn. [A-30] [mark.]

. On the one hand the organization encourages the
creative use of computers but on the other hand

resources are not made available. [B-14] [acct.]

Information for senior managers

The most important function of a computer application
for a manager is the production of information that
allows him to make a "better" (faster, more focused,
etc.) decision. The lack of "management information",
that is, information which will actually support
management decision making, was seen as a serious problem
in all organizations.

. The lower levels of our organization get good
information but it is not so good at higher levels.
Lack of structure makes it unreliable. [A-12] [plan.]

. We get too little management information in some areas
(e.g. labour costs and sales data) and too much in

others (e.g. financial accounting). This can distort
decision making. [A-19] [mark.] [CB]
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I get a lot of batch reports (e.g. budgets, employee
list) but I would like to get more analysis, modelling,
forecasts. [A-21] [pers.]

We lack both appropriate information and timely
information. In marketing this is a very serious
problem. Our [corporate] information gathering is
oriented toward accounting - we have to do a lot to it
to make it useful for us. [A-23] [mark.]

There is a lot of detail available (especially in
accounting/finance) but it is not aimed at managers.
There are also very general figures available for the
Board - but no middle range of data. [A-30] [mark.]

The computer has given us a lot more flexibility at the
lower levels (multiple pay scales, a menu of benefits,
etc.) but not at higher levels. [B-15] [prod.]

Most of the output I get is batch, monthly. Not much
flexibility. [C-13] [pers.]

I get too much information - especially on paper. Too
much duplication of effort and not enough "insight".
Would a computer system help me with this? [C-16]
[prod.]

I have never before worked in a place where no
management reports are produced - especially in
accounting. [D-12] [acct.] [CB]

Timeliness of information is still a problem here. Most
reports still come on a monthly schedule. This is not
adequate for the type of problems I face at this level.
[D-13] [prod.]

I'm afraid we will continue to fail to get out of the
computer what we really need. There is a lack of
current management reports (we get lots of history).
Reports tend to be in dollars rather than hours or
percentages. I have to do a lot of translation.
[E-12] [prod.]

We aren't well served in management information - lots
of detail but not much extraction. It is very difficult
to manipulate as an end user. [E-20] [prod.]

We get too much awkward information at senior levels.
[F-11] [ acct.] [CB]

Far from hungering after "hands on" access to the

corporate database most of these managers would like to

have timely, well organized, helpful versions of the
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information they now work with or new reports out of

upgraded corporate-wide applications.

Defining information needs

One aspect of corporate culture in relation to
computing which was discussed by many managers was that
of "defining needs". For example:

. We must develop much more understanding in this place
of the need for integrated systems. That's where the
benefits for senior managers will be found. [A-10]
[plan.] [CB]

. We have a lot of problems defining our information
needs, especially as the way we do business changes, so
we often have to respond to major problems [crises].
This can be a real problem. We need more ability to
scan our environment. Even when we have data we don't
know if it's complete and accurate. [A-12] [acct.]

. We don't seem to have a good perception of where we are
going so we don't give a lot of useful information to
managers. I think that we should start with small
[management] systems and see what happens. [A-23]
[mark.]

. We are having a lot of trouble defining what
information we need. Especially in our new
[amalgamated] situation. Things keep changing and our
current system is too rigid. [C-16] [prod.]

. We are still trying to define our financial information
needs for the University. The new software [financial
management package], micros, online access will all
have an effect. We don't always do a good job of
planning this from the top. [D-12] [acct.] [CB]

. We have a major problem defining our information needs.
Not least of these is simple communication. [E-17]
[prod.]

. We are still struggling to find our true information
needs. Competition means we have to focus even more on
quality and cost control. Can the computer help us
tighten this up? [F-12] [prod.]

The comments and answers from most managers made it
clear that all of these organizations had problems in

defining what type of information, and what sources, were
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relevant to better management of current activity - let
alone future situations. Sites A and E are headed into
unknown territory with new products or services while the
government funded sites (B, C and D) are facing severe
problems in "downsizing" operations. None has developed
more than the most basic spreadsheet models from which to

forecast future needs and resources.

Opportunities
Managers identified a number of what they felt were

important opportunities for computing in the organization
- both general and directly related to them.

. As things get more complex we need more timely and
valid data to endure security of assets. We have the
data but not the time or technique to analyze it. We
must be more proactive in computing in corporate
auditing. [A-14] [acct.]

. A "skills inventory" will be a very useful management
tool. It started at the V.P. level a few years ago but
it seems to be stalled now. At my level we have to
forecast 5 years or more into the future. Right now we
don't have the data or the analysis to do that. [A-20]

[pers.]

. If we were computerized we would collect pretty much
the same data (which is now on many pieces of paper)
but we could link data from many areas and do a lot
more analysis. Conceptually it would give tighter
control and faster decisions. [B-17] [prod.]

. On the one hand we have so many "deadline" tasks that
computerization would help us get them done faster and
better (more analysis). But on the other hand we have
no time to develop the support systems that would be
needed. [C-14] [acct.]

. We need an inquiry tracking system to avoid missed
opportunities. Who inquired? What did we do? Follow up?
Control? [D-13] [prod.]

. I manage more than $300 million in endowments and
pension funds. We do 0.K. but I'm sure we are missing
opportunities. No so much in specific investments but
in strategic or tactical improvements and in general
flexibility. [D-14] [acct.]
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. The computer hasn't changed the way we do quality
control much but I can see how it could. For example I
wonder about the reality [validity] of the data coming
from the shops. Could the computer both collect and
analyze it automatically? [E-12] [prod.]

. We still lack good systems in some manufacturing areas:
job costing is weak and inventory control and analysis
(turnover, etc, is non-existent. We aren't a good
example of management computing. [E-14] [prod.]

Comments such as these indicate that managers are
interested, even concerned, with the future of computing
in the organization and in their own functions. But few
expressed concerns about their personal relationship with
computers.

Cost/benefit aspects of computing in the organization

In spite of the many complaints outlined above all
managers realized that there is a cost/benefit aspect to
enhancing computing. Although few addressed the issues of
computer use at senior levels directly many (mainly
accountants) commented on cost and benefits more
generally.

. We must understand and maximize what we have before we
start dealing with anything else. The essential focus
is cost/benefit. [A-12] [acct.]

. Cost/benefit is the key to acquisition and development.
But as we get into "new" areas like DSS they are harder
to define and to defend. [A-13] [acct.]

. Any new tool must allow us to do something we can't
already do. It is a cost/benefit issue - but what
costs? which benefits? [A-14] [acct.]

. What is the cost of producing information in a specific
medium or form? How much will it help? How can we
measure this? [B-14] [acct.]

. We must look not only at benefits but also at costs. No
matter how good a tool is we have our financial limits.

And what about the costs of "getting managers up to
speed and things like that" [C-17] [prod.]
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. When we look at new tools costs and benefits is the
point. But what are the relevant costs and benefits?
[D-14] [acct.]

. What is the cost of producing information for a
specific situation? How much will it help? How long
will it take? How can we measure this? [E-17] [prod.]

But some managers felt that costs and benefits
sometimes had to take a back seat to other
considerations.

. Cost isn't the first question we ask. We are too busy
playing catch up. [A-18] [pers.]

. Cost/benefit analysis for applications is important,
especially as money gets tighter. But there are other
considerations: services, marketing, competition.
Sometimes we take too narrow a focus around here.
[D-13] [prod.] :

7.4 Quantitative data

In addition to data derived from the answers,
comments and observations of the managers interviewed the

relationships between membership in an organization and a

manager's responses to the structured question sets in

the Interview Guide was examined using ANOVA (Kruskal-

Wallis), Chi Square or Fisher's exact probability tests?.

A description of the statistically significant findings

for each question set follows along with a discussion of

the meanings of the findings for this research.

’Al11 statistical tests described in Chapters 7 through 11
were applied to the raw data - not to the summarized
versions contained in most tables.
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7.4.1 Problems related to the use of CBIS in the
manager's area

Table 7-1 summarizes the number of managers in the
six organizations who agreed with six possible answers
ranging from "no problem" (0) to "a severe problem" (5)
in terms of their sense of specific limitations or
problems caused by the organization (see page 6 of
Appendix II).

When the Kruskal-Wallis test was applied to these
data only two areas of significance were found. Site B
expressed a much higher level of concern about staffing
than the other sites, which helﬁs explain the generally
reserved attitude at that site toward increased use of
computers - they are simply too overworked. Related,
perhaps, to the lack of staff in user areas was the high
level of concern expressed at site B about the lack of
advice on technology at that site.

7.4.2 Organizational factors relating to computer use in

the manager's area of responsibility

Another set of questions put to all managers
concerned their sense of the use and value of computing
resources provided by the organization (see page 8 of
Appendix II). Table 7-2 summarizes the proportion of
managers in each organization who answered True for each
question in this set. Because the responses to these
questions were binary and because many of the response
groups (n) were small the Fisher exact probability test

was used to evaluate these data.
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Some significant results were observed. Managers at
site A felt strongly that the organization did encourage
the creative use of computers while the perceptions of
managers at other sites were mixed to moderately negative
(p<.001). There were also strong differences among
organiéations concerning computer training provided
(p<.005). Site A was quite positive while all other sites
were strongly negative. '

7.4.3 Preferred input/output (communication) methods

One of the most interesting results of the research
was the strong feeling among'some managers for different
communication techniques (page 7 of Appendix II). Table
7-3 summarized the values placed on the various
techniques by managers in each organization.

For managers as a whole the top five communication
methods were: the telephone; Voice-mail (Site A only):
meetings with subordinafes; individual meetings and
written memos and letters. The lowest five were E-mail;
general readings; professional groups; informal meetings;
ad hoc computer reports. Standard computer reports ranked
sixth. This demonstrates the continuing orientation
toward traditional meetings and reports with some use of
the types of éomputer reports that have been produced for
many years.

There were significant differences among
organizations in terms of "meetings with outsiders"
(p<.01). Site A reported considerably more such meetings

while sites D and E reported almost none at all. There
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were also differences among the organizations in terms of
informal or "hallway" meetings as a common communication
device. The differences to a great extent reflected the
physical locations of the managers but also speak to the
value of a computer-mediated communication technique such

as E-mail or V-mail.
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Table 7-2: Organizational factors relating to computer
usagein the manager's area (summarized by organization)*

percentage of managers in that organization who
agreed with that statement.

*% This column contains the relative ranking of the

managers' feelings about the thirteen issues.

ORGANIZATION A
A B C D E F L
ISSUE L %%
creative use is
encouraged  here 1.0 0.8 0.5 1.0 0.6 0.5 0.8 6
my staff has
adequate train. 0.7 0.0 0.0 0.3 0.3 0.3 0.5 10
I encourage my
staff to use them| 1.0 1.0 0.8 1.0 0.9 0.8 0.9 2
my staff has a +
attitude to comp.| 1.0 1.0 1.0 1.0 0.9 0.8 1.0 1
we need more train
to use them well 0.7 1.0 1.0 0.8 1.0 0.8 0.9 5
some people spend
much time 0.3 0.3 0.2 0.0 0.4 0.3 0.3 13
they have changed
way we work 1.0 1.0 0.8 1.0 0.7 0.5 0.9 3
the org. makes it
too hard to get 0.3 0.5 0.3 0.3 0.8 0.5 0.5 11
I find it too hard
keep up 0.6 0.5 0.6 0.2 0.6 1.0 0.5 9
lack of hardware
for communication| 0.7 0.8 0.5 0.8 0.6 0.7 0.7 8
I don't know where
to look for info.| 0.1 1.0 1.0 0.0 0.1 0.5 0.3 12
we found problems
we didn't know 0.9 0.7 0.8 0.7 0.8 0.5 0.8 7
we can do things
we couldn't 0.9 1.0 0.7 0.8 1.0 0.8 0.9 4
n = 21 4 6 6 9 4 50
* The numbers in the table are the means of the



7.4.4 Reasons for limited direct use of CBIS

Table 7-4 summarizes responses to another question of
interest. Did managers in different organizations express
significantly different reasons for limited personal use
of the computer (see pages 19 and 20 of Appendix II)?
When the Kruskal-Wallis test was applied to this set of
reasons no significant differences were found among
managers in the six organizations.

7.4.5 Characteristics of computer-based tools

Another topic that was compared statistically among
the organizations was the extent to which managers in
different organizations expressed preferences for
different characteristics of tools (see pages 22 and 23
of Appendix II).

The Kruskal-Wallis test was applied to the managers'
ratings of almost thirty functions and characteristics
(as summarized in Table 7-5) and some differences were
found to be significant. The differences between site C
and site D were significant as were the differences
between sites B and F, B and D, C and F and A and F.
These differences were not evaluated by topic - the
interest was in whether such difference did exist.
Clearly, in the question of managers and computer-based
tools the organizational culture has some effect.

7.4.6 Characteristics of the organization

The next set of questions on the Interview Guide

investigated the manager's beliefs (and the related

attitudes) about the relationship between some
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Table 7-3: Ratings of input/output (communication) methods
(summarized by organization)

ORGANIZATION
COMMUNICATION A B C D E F ALL
TECHNIQUE %%
the telephone 4.6 5.0 5.0 4.8 4.9 5.0 4.8 1
written memos,
letters, etc. 3.5 3.3 4.2 3.7 4.1 3.7 | 3.6 5
Electronic mail 1.9 2.0 0.0 3.5 0.4 1.7 1.9 16
Voice mail 4.4 na na na na na 4.4 2
one-on-one
meetings 3.8 3.8 3.7 3.7 3.0 4.5 3.7 4
group meetings 3.3 3.5 3.8 3.3 2.0 3.8 3.2 8
meetings with
subordinates 4.4 4.3 4.2 4.5 3.9 4.7 4.3 3
standard, org.-wide
computer reports 3.3 3.5 3.7 3.7 2.8 3.7 3.4 6
meetings with
outsiders 3.0 4.3 3.8 3.5 3.6 2.3 3.3 7
ad hoc computer
reports 2.3 4.3 2.8 3.9 3.4 2.7 2.9 12
general reading 2.3 3.2 3.0 2.5 0.9 1.3 2.2 15
professional
groups 2,2 2.0 3.6 3.3 1.1 1.2 2.3 14
formal reports
within the org. 3.2 2.0 4.0 1.7 1.8 4.3 2.9 10
meetings with
my boss 3.4 3.0 1.7 3.0 3.1 3.5 3.0 9
facsimile machines 2,8 3.3 3.4 2.5 2.4 0.0 2.9 11
informal meetings 2,5 3.5 2.5 2.3 3.1 0.0 2.8 13
n = 21 4 6 6 7 3 47
* % This column indicates the managers' ranking of

communication techniques according to the means of
their overall Likert scale scoring.



characteristics of the organization and the use of
technology in that organization (see page 24 of Appendix
II). The responses from managers in the six organizations
are summarized in Table 7-6.

The Kruskal-Wallis test demonstrated a number of
difference among organizations. Managers at the two
hospitals felt that "The level of technology in the
industry" was not relevant to their current or intended
use while all other managers felt it did affect computer
use (p<.0l1). This may be because the technology in the
hospital is medical and extrémely expensive - detracting
from the funds available for "administrative technology".

"Level of competition" was also valued differently
with managers at site A feeling it was very important,
those at site E somewhat important and the other managers
rating it as not important. Since site A is moving into
more and more competitive fields and site E is in a very
competitive industry they probably focus more on this
aspect of the environment. It should also make them more
aware of the competitive uses of computers. "Advice
available" was another factor with a divergence of
opinions among organizations. Site A was very
enthusiastic‘about the support received while managers at
all other organizations were slightly to strongly

negative.
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Table 7-4: The individual's reasons for limited direct use
of CBIS (summarized by organization)

%

ORGANIZATION
ALL
REASON A B C D E F
I don't have time to'
learn computers 2.3 3.5 1.8 3.2 3.7 3.0| 2.6
I have competent staff
to do this work 4.1 3.5 2.5 3.4 3.5 1.5} 3.6
the org discourages use
of comps. by managers| 0.7 1.5 1.8 0.2 0.7 0.5] 0.8
for me the benefits
don't match the costs| 2.7 2.0 1.5 1.6 2.2 0.0| 2.2
the hardware needed is
not available 0.8 0.5 2.3 0.6 1.0 0.0 1.0
there is too much delay
getting printouts 0.6 1.0 0.7 0.6 1.0 1.0} 0.7
computer programs are )
not flexible enough 1.4 1.0 1.2 1.6 2.2 2.0] 1.5
too much effort to get
the resources needed 1.0 1.5 2.5 1.2 1.3 1.5 1.3
my peers won't under-
stand the output 0.2 0.5 1.8 0.4 1.2 0.0] 0.6
I don't have enough
education to use them| 0.1 0.5 0.8 0.8 0.5 0.0| 0.4
there is no room in my
office 0.1 0.5 0.8 0.5 0.8 0.0} 0.3
an inefficient use of
my time & know-how 2.1 2.0 1.3 1.6 1.2 0.0] 1.7
few other managers use
computers 0.5 0.5 1.5 0.4 1.6 0.5| 0.8
the training I need is
not available 0.5 2.5 3.3 1.0 2.4 2.0 1.4
my time is too "broken
up"” 2.1 4.5 1.7 2.0 2.8 2.0| 2.2
n = - 21 2 6 5 6 2 42

*k This column is the ranking of' the causes based on the
mean of the Likert scores given to each reason by the

managers who completed this set of questions.
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Table 7-5: Ratings of the characteristics of computer-based tools
(summarized by organization)

ORGANIZATION

TOOL CHARACTERISTIC

A

C

ALL

easy to use myself

access to multiple databases
a variety of reports/formats
runs on a microcomputer
developed in-house

lots of flexibility

finds a "reasonable" answer
statistical analysis

cost of acquiring/maintaining
communication linkages

fits with current activities
long term value

fits with our "politics"”
good forecasting models
finds the "right" answer
fits with our other applics.
easy to use right away
graphics capability

able to be modified easily
maintainable in-house

good report writer capability
buying/producing too early?
good documentation

supplier provides training
no extra hardware/software
no major staff/supply needs
good front end (menus, etc.)
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Table 7-6: Impact of characteristics of the manager's organization
on his use of technology (summarized by organization)

ORGANIZATION

>
os}
(@]
(v}
m
o

ALL
CHARACTERISTIC

*
*

size
degree of evolution
level of technology in
the industry
intensity of
competition
management structure
products and/or services
provided
financial situation
advice available
physical structure
locus of decision making
nature of the
computer dept.
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n = 21 6 7 48
%% This column is the relative ranking of the managers' perceptions
of the effects of the eleven organizational characteristics on

the use of computers (based on mean Likert scale values).



7.4.7 Proportion of time spent on _activities

Table 7-7 summarizes the percentage of time managers
spend at each of eleven basic activities. The Kruskal-
Wallis test was applied to each activity across the six
organizations. Based on these data only one significant
difference among managers in the organizations was
apparent. Managers at sites B, C and D (all government
supported) reported much more time spent on both
preparing and reading reports than did managers in the

private organizations (p<.02).

7.4.8 Managers' attitudes, current use & intentions
concerning CBIS |

A basic issue in this research was the managers' use
of, attitude toward and intentions concerning CBIS for
their functions and for themselves. These topics were not
examined directly in the Interview Guide but, as was
explained in Chapter 6, a rating was developed for each
manager for each of these topics. The means of these
ratings are shown by organization in Table 7-8.

The only factor in which significant differences were
found among organizations was Current Use both for
Function and for Self. Considering the range of
organizations, functions and personality characteristics
this is a reasonable result. On the other hand, all
managers expressed moderate to strongly positive
attitudes toward computers and an interest in expanding

future use.
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Table 7-7: Proportion of time spent on activities
(summarized by organization)

ORGANIZATION
A B C D E F ALL
ACTIVITY . k%
group meetings 19.2 10.0 22.0 21.0 19.0 16.0 19.3 1
one-on-one meetings 17.3 22.5 13.7 13.6 15.6 10.7 16.2 2
using the telephone 9.3 10.0 19.2 10.2 14.4 15.0 11.7 3
non-computer documents 9.1 7.5 6.0 7.8 11.0 12.0 9.1 6
drafting reports 6.6 15.0 8.3 14.6 19.0 7.3 9.7 4
working at a computer 0.4 2.5 0.8 3.6 4.0 1.0 1.4 11
travelling 7.5 3.5 2.3 3.2 4.4 6.0 5.4 8
studying/training 2.6 3.5 3.5 3.4 0.8 1.0 2.5 10
analyzing computer rpts. 5.1 6.5 4.5 2.4 3.4 6.3 4.6 9
informal meetings 9.0 9.0 9.7 10.6 4.6 11.7 8.9 7
thinking/planning 12.6 10.0 8.3 7.6 3.8 7.3 9.6 5
Totals (rounded) 98.7 100.0 101.1 98.0 100.0 102.3 98.4
(All types of meetings) 45.0 27.3 45.3 45.2 39.2 38.3 44.3
n = 20 3 4 5 7 3 42
%% This column is the relative ranking of the managers' perceptions

of the proportions of their time spent at each activity.



Table 7-8: The managers' attitudes, current use and

intentions (summarized by organization)

ORGANIZATION

FACTOR

Attitude:
Function
Self

Current Use:
Function
Self

Intentions:
Function
Self

Current Use

Intentions:*

Function
Self

* The maximum value for current use,
intentions was 5 and the maximum score for
current use plus intentions was 10.
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7.5 Summary

This chapter has discussed the relationships between
the environment (e.g., the need to react faster to
threats and opportunities) , the industry (e.g., the
driving forces which arise from that industry) and the
organization (e.g., the attitude toward training) and the
current and intended use of CBIS by middle and senior
managers.

The effect of the organization in particular was not
positive - managers in all six organizations felt that
the corporate culture held back development management
use of CBIS at all levels.

Based on the preceding analysis'the two factors from
the beginning framework are both significant in the
managers' current use and intentions concerning CBIS but
the relationship is slightly more complex than outlined
in Chapter 1 since the environment and the industry
affect managers' use of CBIS indirectly as well, through
their impact on the organization as a whole. Figure 7-1
summarizes the revised relationships.

Figure 7-1: The environment and organization factors
in the emergent framework

Environment The
& Industry Organization

s p

Current use &
Intentions
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The Effects of Characteristics of the Individual Manager

This chapter describes and discusses the data
gathered during this research concerning the -
effects of the characteristics of individual
managers on their use of, and intentions
concerning, CBIS for their jobs. The effects of
these characteristics on the managers' beliefs
and attitudes concerning computers in general
and on a number of factors which appeared to
relate to computer use are also examined.

8.1 Introduction

There are many ways in which the manager as a "bundle
of characteristics" can be described and, more
specifically, related to his use of computers in the
organization!. The data on individual managers presented
and evaluated below are of three types. The most
straightforward is demographic data which describe
objective aspects of each manager such as age, education
and management level. This type of data was gathered at
an early stage of the interview process. In some cases
the answers were classified and coded (e.g., level of
education).

Psychogfaphip data attempt to describe and classify
aspects of the personality of each manager and were
gathered using the Myers-Briggs Type Indicator discussed
in Chapter 6.

In addition to examining the demographic and

psychographic characteristics themselves, their possible

effect on five topics which were believed to relate to a

Iackoff [1979] reported that Allport and Odbert [1936]
identified 17,953 traits mentioned in the literature up
to that time.
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manager's computer use and intentions was also examined.

The topics were:

. the manager's preferred communication techniques:;

. his reasons for limited personal use;

. the proportion of time spent on a set of activities:;

. the perceived relationship between characteristics of a
task and the value of computers for that task:;

. the manager's preferred characteristics of computer-
based tools.

The third type of data reported below emerged from
managers' answers to open-ended questions as well as
comments and observations made during interviews. It
reflects attitudes and beliefs of the individual rather
than those of the organization (Chapter 7) or the
function (Chapter 9) and so has been treated as a further

aspect of the individual's effect on his own current and

intended use.

8.2 Demographic data

The demographic factors investigated in this research
were: gender: age; length of service; experience with
that company; experience in his position; computer |
background;"comppter training; management level and level
of education.
8.2.1 Gender

Because only five of the managers (10%) who took part
in this project were female it is not possible to draw
broad conclusions concerning gender and other
characteristics. However, the comments of the women who
did take part did not indicate any significant difference
from men in use of, or attitude toward, computers. It is

interesting to note that all five women are employed by
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"pseudo" government organizations (the two hospitals and
the University). None of the three private organizations
had women employed at the management levels examined in
this project.

8.2.2 Age

The majority of the managers at all three levels
examined in this project were in the 40-49 age group

(58%) while 20% were in the 30-39 range and 18% were 50

and over. There were some significant differences among

organizations: at site A 67% of the managers were in the

40-49 age range and only 13% are in the 50+ age range. On

the other hand at site E 67% of the senior managers are

over fifty and one was over 65. This is partially
explained by their practice of hiring retired military
officers to deal with the largest customer (the

Department of Defence). At site F three of the four

senior managers interviewed were under forty. This is

because, as a relatively small subsidiary of one of the

largest companies in Canada, it is used, in part, as a

training ground for up and coming managers (the Director

of Human Resources was promoted to a larger subsidiary

3500 miles away before completing this project). The

other three organizations showed a spread of ages from 28

to 64.

. The average age of managers in this firm is quite high.
So we probably use the computer less. Maybe a good
thing? [D-20] [prod.]

. We have a lot of older [managers] and facilities. This,

I think, makes it hard to get computers rooted in the
firm, no matter how useful. [E-19] [prod.]
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There was a sense, from comments such as those above
and from observations, that the oldest managers were the
most reluctant to become involved with computers but they
were generally the least educated and had the longest
experience in their position so the data are not
conclusive.

8.2.3 Lenath of service

The average length of service of the twenty-one
managers at site A was 21.8 years. Omitting the new
company doctor who was hired two years prior to this
interviews, the range of service was from 14 to 35 years.
Considering that 18 of the 21 senior managers interviewed
were under fifty this represents remarkable stability.
This organization promotes from within and seems to
attract very stable employees (for better or for worse).
Contrary to an original assumption that long service
would imply rigidity and conservatism, managers at site A
were at least as open to new applications of computing as
managers with much less service in other organizations.
Active encouragement of computing by the organization as
a whole, tools and support available and the history of
use in his function seem to offset any negative aspects
of long service - the managers, whatever their function,
appeared to have adopted the high tech attitudes of the
industry.

On the other hand, the average length of service for
senior managers at site E was only 8.8 years, explained

partly by the practice of hiring retired military
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officers who are sometimes near retirement age. This was
reflected in the lack of computer training and experience
at higher levels and a broad range of attitudes toward
computing.support for senior management.
8.2.4 Experience in the position

No structured data were gathered on the relationships
between these factors and the manager's use of computers,
his attitude or his intentions. But, when each manageris
experience was compared to his comments and answers and
the researcher's observations, experience in his
organization and experience in his current positioh had
no discernable effect on his attitude toward, or use of,
computer tools. As with length of service other factors
such as the corporate culture, tools available and the
history of computing in a function were stronger.

8.2.5 Computer experience

The one type of experience that did seem to have an
effect on both use and, more intensely, attitude was past
experience with computers. Managers who had worked in a
computer facility or who had used computer applications
intensely were aware not only of the potential of the
computer to support managers but also of the limitations.
. Are supervisors sure what people are doing [with
computers]? IS may have problems due to data validity;
backup procedures; how many people are trying to solve
the same problem? [A-10] [plan.] [CB]

. We are in the positi